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ABSTRACT

Fossil fuels consumption reduction and the development of energy saving technolo-

gies are becoming a central topic for both the industry and the academic word, due to

the drastic effects of anthropogenic emissions on the environment. As an increasing

number of measures and regulations are being issued to cope with such issue, the

development of low emission technologies is guiding the research in many different in-

dustrial sectors. While the realization of clean carbon free energy sources is regarded

as one of the most promising solution in the long term, it is widely accepted that for

a short-medium horizon an efficient and effective integration of such technologies is

highly infeasible, due to technical limitations and the magnitude of the energy share,

actually provided by traditional fossil sources, that these alternative technologies

should cover. The optimization of the energy production and management processes,

associated to the development of energy consumption reduction technologies, is on

the other hand regarded as an adequate solution that can be more easily exploited

to promptly cope with the problem.

The objective of this thesis is to investigate, develop, and apply a set of numeri-

cal tools for the optimal design and management of energy processes, which can be

exploited to achieve a minimization of the fuel consumptions and an increase of the

energetic efficiencies. The devised methodologies rely on a model based approach,

which takes advantage of the predictions ability deriving from a mathematical rep-

resentation of the examined system, to provide a framework for the estimation and

optimization of the system behavior under realistic operating conditions. When op-

timizing the systems, particular emphasis has been given to the necessity of deriving

a proper management strategy, accounting for the dynamic properties of the exam-

ined plant, which is necessary to achieve the best performance during the effective

operating phase.

Throughout the thesis, the problem of energy efficiency optimization is investi-

gated with reference to three different technological applications. In the first one, a

multi-source plant for the fulfillment of the energetic demand of a building is con-

sidered. As the plant exploits multiple different technologies for the provision of the

iii



required electric and thermal power, it is necessary to derive a proper scheduling

policy, determining how the loads have to be effectively divided between the different

sources, in order to obtain the maximal plant efficiency. Based on a simplified plant

model, the problem is efficiently solved by applying the deterministic Dynamic Pro-

gramming algorithm, and the results are compared to those attained by the adoption

of a simpler rule-based policy, proving the advantages deriving from the adoption of

an optimal control strategy.

In the second application, the design of a hybrid solution for energy recovery

from a hydraulic excavator is investigated. As different plant technological layouts

may be conceived and the additional components introduced require to be properly

sized, a methodology to evaluate the benchmark potentiality of each different solu-

tion needs to be derived. The comparison between the different layouts is based on

the predicted performance of the machine during a standardized digging duty cycle,

which are estimated with the help of a detailed plant model. As the introduction

of energy recovery devices introduces additional degrees of freedom to the system, it

is necessary to derive the optimal management strategies for such devices in order

to derive the maximum attainable performance from each layout solution. This task

is again carried out with the help of the deterministic Dynamic Programming algo-

rithm, which exploits a control oriented simplified model of the plant, designed for

the sake of the optimization. Once the best achievable performance for each design

solution is obtained, it is possible to carry out a fair comparison between the available

alternatives.

In the third and final application, an Organic Rankine Cycle plant for the Waste

Heat Recovery from the exhausts from a light vehicle application is investigated. The

ORC plant has the potential to deliver considerable increases in the overall vehicle

efficiency but it requires the development of a complex control algorithm, which must

be able to comply with the variability of the energy source for the process. Moreover,

the maximization of fuel economy must be carried out while keeping the plant in

safe operating conditions. A robust and efficient system model, based on the Moving

Boundary Methodology, has been developed to simulate the performance of the plant

and to account for the effect of the phase changing in the used fluid. This model has

been subsequently used to design a Model Predictive Controller which estimates the

optimal control inputs for the system, in order to achieve the desired performance.

An original optimization algorithm, based on the Particle Swarm Optimization, has

been conceived to solve the connected nonlinear dynamic optimization problem. The

results obtained from the adoption of the devised controller are compared to those
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that can be reached with a classic PI based controller, showing again the advantages,

from an energetic efficiency point of view, deriving from the adoption of an optimal

control strategy.
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CHAPTER 1

INTRODUCTION

Today the world is at a critical juncture regarding the ongoing effects of global climate

changes. The rapidity of the current modifications in climatic conditions represents a

peculiar aspect of today’s situation and has raised many concerns regarding the long

term effects that it could have on the global ecosystem. Numerous mutations that

can be attributed to climate change have already been detected in biotic and abiotic

environment, from hydrology, coastal processes, marine and freshwater biological sys-

tem, to agriculture, forestry, and terrestrial biological systems, based on more than

30 years of studies (see [6] for a comprehensive review). Even more drastic effects

are expected to happen in the near future due to the known time lags in ecosystem

response to climate changes, implying greater risks of overwhelming impacts during

the twenty-first century [4].

1.1 Global warming and the role of anthropogenic emissions

If the trend in average global temperature is analyzed since the beginning of the

available records (see Figure 1.1a), it is possible to detect two relatively rapid and

steady warming periods, the first from about 1910 through the early 1940s, the second

starting by the mid-1970s and still ongoing. Just to provide a numerical reference

for this trend, the data collected showed that the year 2014 has been the warmest

one in the entire global record history, with an average temperature 0.56 °C above

the 1961-1990 reference period mean [9]. Furthermore, the coldest year of the 21st

century, 2008, was still warmer than all the years in the 20th century, with the only

exception of 1998. While these changes have been rather common in the past, the

effects on the environment were always mitigated thanks to the retention of a quasi-

equilibrium condition between ecosystem distribution and climate, a process possible

due to the much longer periods (in the order of geological timescales) associated to

such drastic changes [4].
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While many different effects actively contribute to determine the global temper-

ature, it became widely accepted in the scientific community that the increase of

greenhouse gases concentration in the atmosphere, a process related to many hu-

man activities (from mobility to industrial processes and residential needs), is one

of the dominant causes of climate changes. To this regard, the trends in fossil car-

bon related emissions are depicted in Figure 1.1b, showing the substantial increase

happened during the last 50 years. While the greenhouse effect has been known

for about 300 years, it was only during the 1980s that scientific evidences began to

establish a correlation between anthropogenic related greenhouse gases (GHG) emis-

sions and global warming. Since then, numerous contribution have been submitted

on the subject and today this position is widely accepted, with the Intergovernmental

Panel on Climate Change (IPCC) stating in its last report that “Human influence

on the climate system is clear. This is evident from the increasing greenhouse gas

concentrations in the atmosphere, positive radiative forcing, observed warming, and

understanding of the climate system.” [5].
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Figure 1.1: Global climate changes and GHG emissions

Starting from the first claims of correlation between human activities and climate

changes, many steps have been taken from world governments to address the problem

of global warming and, even if the initial political measures where rather feeble,
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the increasing awareness of the profoundly dangerous effects of climate mutations is

driving the most recent political actions towards more compelling resolutions. Since

the ratification in 1992 of the United Nations Framework Convention on Climate

Change (UNFCCC), many steps were taken to address the problem of dangerous

anthropogenic interferences over the climate system; while the treaty itself did not

enforce any legal bindings on GHG emissions, it still provided the framework for

the development of specific international protocols and today, with 196 ratifiers, it

represents the largest international climate policy venue. Since 1995, the parties of the

convention began to met annually at the so-called Conference of Parties (COP) and in

1997, with the adoption of the “Kyoto Protocol”, a first legal binding committing the

ratifiers governments to the development of a greenhouse gases emission reduction was

signed. More recently, as part of the package of decisions taken at COP16 in Cancun,

the Parties formally recognised what already emerged during COP15 works, stating

that urgent measures to hold the increase of average global temperature below 2 °C

(relative to pre-industrial levels) must be taken, for the sake of limiting the dreadful

effects on the environment, and that a deep cut in GHG emissions is required to

achieve that. Regarding this issue, the IPCC has estimated that, in order to preserve

a 50% chance of maintaining global warming below the 2 °C limit, the world can

support a maximum “emission budget” of ∼ 3000 Gt (gigatonnes) of CO2 [7] for the

rest of the 21st century. With an estimated 2000 Gt already emitted before 2014,

a carbon budget of ∼ 1000 Gt is left from the start of 2014 onwards, a number

underlining the great importance of the forthcoming measures to effectively enforce

the success of such a resolution.

1.2 Current energy scenario

A quick survey of the current energy scenario is given here, to provide a reference

framework for the various pledges and measures that can be taken to reduce the

impact of GHG emissions. Focusing on global primary energy consumption, a net

growth has been registered for all kind of fuels in 2014, reaching records levels for all

sources except that nuclear. Even if in the last few years the growth in global primary

energy consumption was below the past decades average, with a registered +0.9 % in

2014 vs. a 10 years average of +2.1 % [2], the emerging economies still determined

a massive growth in global energy consumption, with a +2.6 % increase from China

and a +7.1 % from India. While the rate of the intensification from developing

countries has been weaker than in the past, it is still amply adequate to compensate

the reductions registered in the other more developed countries, like EU, registering
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a fall of -3.9 % in its primary consumption, or Japan, with -3.0%. Furthermore,

as this reductions were partly correlated to the economical crisis affecting western

economies since 2008, the effects of the ongoing apparent economic recovery on first

world energy consumption still needs to be assessed.

Focusing on prime energy sources, data from the British Petroleum statistical

review of June 2015 [2] show that global oil consumption is still growing (+0.8 %),

even if a little below its recent historical average, while the growth of natural gas

has been well below its 10 year average (0.4 % vs 2.4 %), with declines in both

OECD and emerging economies (with a declining record of -11.6 % in EU). Apart

from the exception of India (+ 11.1 %), coal consumption experienced its weakest

grew outside OECD countries, with just a low +1.1 %, mainly due to the flattening

in Chinese consumption. Nuclear power grew by an above average +1.8 %, while

global hydroelectric remained below its 2.0 % average, with the the only exception

of China (+15.7 %). Finally, despite the lower fossil-fuel prices, the increase trend in

renewable energy consumption continued, with global investments of $270 billion and

an increase of +12 %, bringing renewable sources to account for a 6.0 % of the global

power generation. Figure 1.2 depicts the evolution of overall energy consumption

from the 1990s, based on the different primary sources.
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World primary energy consumption grew by a below-average 0.9% in 2014, the slowest rate of growth since 1998 other than the decline in the aftermath of the financial 
crisis. Growth was below average in all regions except North America and Africa. All fuels except nuclear grew at below-average rates. Oil remains the world’s dominant 
fuel. Hydroelectric and other renewables in power generation both reached record shares of global primary energy consumption (6.8% and 2.5%, respectively).
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The Asia Pacific region once again accounted for the largest increment to global primary energy consumption and continues to account for the largest share (41.3% of the 
global total). The region accounted for over 71% of global coal consumption for the first time in 2014, and coal remains the region’s dominant fuel. Gas is the dominant fuel 
in Europe & Eurasia and the Middle East, while oil is the largest source of energy in the Americas and Africa.

Figure 1.2: World primary energy consumption [Mtoe] [2]
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As today, it is evident that fossil fuels still represent the largest contributors for

the satisfaction of primary energy demand, covering the 80 % of total share, and

accounting for 90 % of the energy related GHG emissions. A somewhat promising

trend may however be noticed if looking at the stall of energy-related CO2 emissions

in 2014. Even with a growth in world economy of about +3 %, the total GHG

emissions stalled in fact to a value of 32.2 Gt, unchanged from the previous year. This

decoupling between the economic growth (with a corresponding increase in energy

consumption) and the overall GHG emissions, represents an unusual event, as in the

last 40 years the reductions in global emissions has always been tied to economic crisis.

This effect has been justified by the increased deployment of renewable sources and

the enhanced efforts to increase energy production and distribution efficiencies [3].

Another good indicator of this trend may be identified in the global energy intensity

factor, defined as the amount of energy required to produce a unit of Gross domestic

Product (GDP), which showed a decrease of -2.3 % relative to 2013, as a result of

the emissions reduction policies adopted all over the world.

Based on IPCC 2014 data [7], the primary energy consumption is distributed as

follows between the different economic sectors:

� Transport: The transport sector accounted for 27 % of the final energy use,

generating 6.7 GtCO2eq (gigatonnes of equivalent CO2) of direct GHG emissions

in 2010. The baseline CO2 emissions from the vehicle sector are estimated

to approximately double by 2050, depending on the urban growth and the

investment in public transport system;

� Building sector: Residential and commercial energy consumption accounted

for about 32 % of the overall energy use in 2010, with 8.8 GtCO2eq generated

considering both direct and indirect emissions. An estimated baseline increase

of 50-150 % is expected by mid-century, resulting from improvements in wealth,

changes in lifestyle, and the urbanisation process;

� Industry: The industrial processes accounted for 28 % of the global energy

use, generating 13 GtCO2eq of direct and indirect emissions, and represented the

30 % of global GHG emissions, surpassing both the building and transport end-

use sectors; unless energy efficiency improvements are adopted, the baseline

emissions associated to industrial processes are also expected to grow in the

range of 50-150 % by 2050;

� AFOLU sector: The Agriculture, Forestry and Other Land Use accounted for

about a quarter of the net anthropogenic GHG emissions (∼ 10-12 GtCO2eq),
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mainly due to deforestation and agricultural practices. While uncertainties

on AFOLU emissions estimations are higher than those for other sources, the

annual baseline CO2 production is expected to experience a net decline, with

net emissions potentially reduced to less than half the level of 2010 by the year

2050, thanks to increased afforestation policies.
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Summary for Policymakers

24 % (12 GtCO2eq, net emissions) in AFOLU, 21 % (10 GtCO2eq) in industry, 14 % (7.0 GtCO2eq) in transport and 6.4 % 
(3.2 GtCO2eq) in buildings. When emissions from electricity and heat production are attributed to the sectors that use 
the final energy (i. e. indirect emissions), the shares of the industry and buildings sectors in global GHG emissions are 
increased to 31 % and 19 %7, respectively (Figure SPM.2). [7.3, 8.2, 9.2, 10.3, 11.2]

Globally, economic and population growth continue to be the most important drivers of increases in CO2 
emissions from fossil fuel combustion. The contribution of population growth between 2000 and 2010 
remained roughly identical to the previous three decades, while the contribution of economic growth has 
risen sharply (high confidence). Between 2000 and 2010, both drivers outpaced emission reductions from improve-
ments in energy intensity (Figure SPM.3). Increased use of coal relative to other energy sources has reversed the 
long-standing trend of gradual decarbonization of the world’s energy supply. [1.3, 5.3, 7.2, 14.3, TS.2.2]

Without additional efforts to reduce GHG emissions beyond those in place today, emissions growth is 
expected to persist driven by growth in global population and economic activities. Baseline scenarios, those 
without additional mitigation, result in global mean surface temperature increases in 2100 from 3.7 °C to 
4.8 °C compared to pre-industrial levels10 (range based on median climate response; the range is 2.5 °C to 
7.8 °C when including climate uncertainty, see Table SPM.1)11 (high confidence). The emission scenarios collected for 
this assessment represent full radiative forcing including GHGs, tropospheric ozone, aerosols and albedo change. Baseline 
scenarios (scenarios without explicit additional efforts to constrain emissions) exceed 450 parts per million (ppm) CO2eq 
by 2030 and reach CO2eq concentration levels between 750 and more than 1300 ppm CO2eq by 2100. This is similar to 
the range in atmospheric concentration levels between the RCP 6.0 and RCP 8.5 pathways in 2100.12 For comparison, the 
CO2eq concentration in 2011 is estimated to be 430 ppm (uncertainty range 340 – 520 ppm).13 [6.3, Box TS.6; WGI Figure 
SPM.5, WGI 8.5, WGI 12.3]

10 Based on the longest global surface temperature dataset available, the observed change between the average of the period 1850 – 1900 and of 
the AR5 reference period (1986 – 2005) is 0.61 °C (5 – 95 % confidence interval: 0.55 – 0.67 °C) [WGI SPM.E], which is used here as an approxi-
mation of the change in global mean surface temperature since pre-industrial times, referred to as the period before 1750.

11 The climate uncertainty reflects the 5th to 95th percentile of climate model calculations described in Table SPM.1.
12 For the purpose of this assessment, roughly 300 baseline scenarios and 900 mitigation scenarios were collected through an open call from 

integrated modelling teams around the world. These scenarios are complementary to the Representative Concentration Pathways (RCPs, see 
WGIII AR5 Glossary). The RCPs are identified by their approximate total radiative forcing in year 2100 relative to 1750: 2.6 Watts per square meter 
(W / m2) for RCP2.6, 4.5 W / m2 for RCP4.5, 6.0 W / m2 for RCP6.0, and 8.5 W / m2 for RCP8.5. The scenarios collected for this assessment span a 
slightly broader range of concentrations in the year 2100 than the four RCPs.

13 This is based on the assessment of total anthropogenic radiative forcing for 2011 relative to 1750 in WGI, i. e. 2.3 W / m2, uncertainty range 1.1 to 
3.3 W / m2. [WGI Figure SPM.5, WGI 8.5, WGI 12.3]

Figure SPM.2 | Total anthropogenic GHG emissions (GtCO2eq / yr) by economic sectors. Inner circle shows direct GHG emission shares (in % of total anthropogenic GHG emissions) 
of five economic sectors in 2010. Pull-out shows how indirect CO2 emission shares (in % of total anthropogenic GHG emissions) from electricity and heat production are attributed 
to sectors of final energy use. ‘Other Energy’ refers to all GHG emission sources in the energy sector as defined in Annex II other than electricity and heat production [A.II.9.1]. The 
emissions data from Agriculture, Forestry and Other Land Use (AFOLU) includes land-based CO2 emissions from forest fires, peat fires and peat decay that approximate to net CO2 
flux from the Forestry and Other Land Use (FOLU) sub-sector as described in Chapter 11 of this report. Emissions are converted into CO2-equivalents based on GWP100

6 from the 
IPCC Second Assessment Report. Sector definitions are provided in Annex II.9. [Figure 1.3a, Figure TS.3 upper panel]

Greenhouse Gas Emissions by Economic Sectors
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Figure SPM.3 | Decomposition of the change in total annual CO2 emissions from fossil fuel combustion by decade and four driving factors: population, income (GDP) per capita, 
energy intensity of GDP and carbon intensity of energy. The bar segments show the changes associated with each factor alone, holding the respective other factors constant. Total 
emissions changes are indicated by a triangle. The change in emissions over each decade is measured in gigatonnes of CO2 per year [GtCO2 / yr]; income is converted into common 
units using purchasing power parities. [Figure 1.7]
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Figure 1.3: Greenhouse gas emissions by sectors

1.3 Pledges for energy efficiency improvement and emission

reduction technologies

From a primary energy production point of view, the increase of renewable, carbon

free energy solutions alone is not expected to be sufficient to achieve the emission

reduction targets. While great growths are expected from sources like wind power,

solar photovoltaic, geothermal, and biomasses, the increase of global energy demand

and the centrality of flexible and cheap fossil-based technologies in today energy

production will prevent a significant switch towards renewable sources. Figure 1.4

illustrates this principle based on the predictions from the U.S. Energy Information

Administration (EIA) [1] about primary energy consumption for the following 25

years.
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U.S. Energy Information Administration | Annual Energy Outlook 201524

Electricity generation

Across the AEO2015 alternative cases, U.S. coal exports in 2040 vary from a low of 132 million short tons in the High Oil Price 
case (6% lower than in the Reference case) to a high of 158 million short tons in the High Oil and Gas Resource case (12% higher 
than in the Reference case). Coal exports are also higher in the Low Oil Price case than in the Reference case, increasing to 149 
million short tons in 2040. In the Low and High Oil Price cases, variations in the prices of diesel fuel and electricity, which are 
two important inputs to coal mining and transportation, are key factors a�ecting U.S. coal exports. The projections of lower and 
higher fuel prices for coal mining and transportation a�ect the relative competiveness of U.S. coal in international coal markets. 
In the High Oil and Gas Resource case, the combination of lower prices for diesel fuel and electricity and lower domestic demand 
for coal contribute to higher export projections relative to the Reference case.

Electricity generation
Total electricity use in the AEO2015 Reference case, including both purchases from electric power producers and on-site 
generation, grows by an average of 0.8%/year, from 3,836 billion kilowatthours (kWh) in 2013 to 4,797 billion kWh in 2040. 
The relatively slow rate of growth in demand, combined with rising natural gas prices, environmental regulations, and continuing 
growth in renewable generation, leads to tradeo�s between the fuels used for electricity generation. From 2000 to 2012, 
electricity generation from natural gas-fired plants more than doubled as natural gas prices fell to relatively low levels. In the 
AEO2015 Reference case, natural gas-fired generation remains below 2012 levels until after 2025, while generation from existing 
coal-fired plants and new nuclear and renewable plants increases (Figure 31). In the longer term, natural gas fuels more than 
60% of the new generation needed from 2025 to 2040, and growth in generation from renewable energy supplies most of the 
remainder. Generation from coal and nuclear energy remains fairly flat, as high utilization rates at existing units and high capital 
costs and long lead times for new units mitigate growth in nuclear and coal-fired generation. Considerable variation in the fuel mix 
results when fuel prices or economic conditions di�er from those in the Reference case.
AEO2015 assumes the implementation of the Mercury and Air Toxics Standards (MATS) in 2016, which regulates mercury 
emissions and other hazardous air pollutants from electric power plants. Because the equipment choices to control these 
emissions often reduce sulfur dioxide emissions as well, by 2016 sulfur dioxide emissions in the Reference case are well below the 
levels required by both the Clean Air Interstate Rule (CAIR)29 and the Cross-State Air Pollution Rule (CSAPR). 30,31

Total electricity generation increases by 24% from 2013 to 2040 in the Reference case but varies significantly with di�erent 
economic assumptions, ranging from a 15% increase in the Low Economic Growth case to a 37% increase in the High Economic 
Growth case. Coal-fired generation is similar across most of the cases in 2040, except the High Oil and Gas Resource case, which 
is the only one that shows a significant decline from the Reference case, and the High Oil Price case, which is the only one showing 
a large increase (Figure 32). The coal share of total electricity generation drops from 39% in 2013 to 34% in 2040 in the Reference 

29 U.S. Environmental Protection Agency, “Clean Air Interstate Rule (CAIR)” (Washington, DC: February 5, 2015), http://www.epa.gov/airmarkets/
programs/cair/.

30 U.S. Environmental Protection Agency, “Cross-State Air Pollution Rule (CSAPR)” (Washington, DC: October 23, 2014), http://www.epa.gov/
airtransport/CSAPR.

31 The AEO2015 Reference case assumes implementation of the Clean Air Interstate Rule (CAIR), which has been replaced by the Cross-State Air 
Pollution Rule (CSAPR) following a recent D.C. Circuit Court of Appeals decision to lift a stay on CSAPR. Although CAIR and CSAPR are broadly 
similar, future AEOs will incorporate CSAPR, absent further court action to stay its implementation.
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Figure 1.4: U.S. predicted primary energy consumption by source [quadrillion Btu] [1]

To additionally reduce the GHG related environmental impact from the different

economic sectors, further measurements must therefore be taken beside the adoption

of renewable sources. As an example of such measures, the Intergovernmental Panel

on Climate Change issued the following guidelines in its 2014 report [7]:

� Transport: A 40 % below the baseline predicted growth in transport related

emissions can be achieved if technical and behavioural mitigation measures are

taken for all transportation modes and new urban infrastructures are developed.

The development of new technologies is expected to yield and increase of vehicles

efficiencies and performance of about 30-50 %. Moreover, the switch towards

low-carbon fuels is expected to grow over time, with an increase in methane

based fuels vehicles, the adoption of electricity from low-carbon sources to drive

electric trains, buses, and road vehicle applications, and the commercialization

of liquid and gaseous biofuels. Integrated urban planning and transit oriented

development may also lead to considerable reduction in transport related emis-

sions;

� Buildings: The recent advances in technologies and know-how may provide

an opportunity to stabilize the impact of the building sector over global GHG

emissions. The development of portfolios of energy efficiency policies and their

implementation proves to be the most environmental and cost-effective solution

for the reduction of emissions;

� Industry: The energy consumption from the industrial sector may be reduced
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by about 25 % if adopting wide-scale upgrades, replacing the actual low effi-

ciency sources with the best available technologies. The improvement of mate-

rial use efficiency and recycling policies are also expected to lead to a consistent

reduction in overall demand. Energy recovery from waste heat sources to reduce

the fossil fuels demand can lead to additional significant emission contractions;

� AFOLU: The agricultural and forestry sector plays a central role for the sake

of sustainable development. The most cost-effective solutions available are af-

forestation and sustainable forest management strategies. Moreover, the de-

velopment of bioenergy technologies can contribute to a reduction of the GHG

emissions from the other sectors, by providing low-carbon alternatives to fossil-

based fuels.

To derive a realistic estimation of the intended world governments commitments

towards the reduction of GHG emissions, it is possible to refer to the pledges sub-

mitted prior the United Nations Climate Change Conference (COP21, France, Nov.

2015), known as the Intended Nationally Determined Contributions INDC, which in-

dicates the efforts that these countries are willing to put into the energy-related CO2

abatement policies. Based on estimation from the International Energy Agency [3],

while the adoption of such policies will have a positive impact in slowing the growth

of energy related GHG emissions, these efforts will still be inadequate to meet the

target of 50 % probability of lower than 2 °C temperature increases by 2100. See

Figure 1.5 for more details, where the INDC scenario is compared with a so-called

“450 scenario”, based on the concept that, in order to reach the 2 °C target, the

concentration of CO2 in the atmosphere must not exceed the limit of 450 ppm.
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Based on the INDC scenario, no peak for CO2 emissions is in sight, and, following

the IPCC estimations, the world would exhaust its “carbon budget” within the year

2040. As the estimated global GHG emissions by 2020 based on the Cancún Pledges

and the INDC commitments are not consistent with long-term mitigation trajectories,

the IPCC suggested the introduction of a series of additional efforts before 2030. One

of the first objective they propose is to increase the speed of the already happening

decarbonization process in electricity generation, with a combination of renewable

energies, nuclear, and carbon capture and storage (CCS) technologies. Furthermore,

the International Energy Agency proposed a number of feasible near-term strategies

to achieve a peak in GHG emissions by 2020, still maintaining the same level of

economic growth and development prospected in the INDC scenario. Among these

policies (which estimated impact is illustrated in Figure 1.6 under the name of “bridge

scenario”), the largest contribution to global GHG abatement is supposed to come

from a great increase in energy efficiency. This strategy requires the adoption of

minimum energy performance standards (MEPS) for both the industry and buildings

sectors, along with the introduction of more efficient measures to cope with the heat-

ing and cooling processes (heat pumps, heat recovery, etc.). Regarding the transport

sector, the imposition of new stricter standards on global average fuel consumption

is supposed to ease the vehicle related impact to GHG emissions.

74 World Energy Outlook | Special Report
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measures were taken later), but they would put the world on track for further emissions 

Figure 3.2   Global energy-related GHG emissions reduction by policy 
measure in the Bridge Scenario relative to the INDC Scenario
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The largest contribution to global GHG abatement comes from energy efficiency, which 

fossil-fuel demand and indirect savings as a result of lower electricity demand thereby 
reducing emissions from the power generation).9 The power sector is the second-largest 

least-efficient coal power plants are effective in curbing global GHG emissions until 2020 

effects are those in which energy efficiency increases the energy service gained from each unit of final energy, reducing 
the price of the service and eventually leading to higher consumption. Policies to increase end-user prices are one way 
to reduce such rebound effects, but are not considered in the Bridge Scenario (except for fossil-fuel subsidy reform). The 
level of the rebound effect is very controversial; a review of 500 studies suggests though that direct rebound effects are 

Figure 1.6: An estimated roadway to achieve peak CO2 emissions in 2020 with near-
term strategies [3]
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1.4 Complex energy systems design and management

With the stricter standards that are being imposed worldwide on carbon emissions

and the prospect of even greater forthcoming limitations, great changes are expected

to happen in the global energy scenario, with effects spreading into all the sectors

connected to GHG emissions, from electric power generation to the automotive world,

from industrial production to the building and residential sector. Moreover, it is

interesting to notice how many sources estimates that the largest contribution to

GHG reduction in a medium horizon reference framework are expected to derive

from the adoption of energy efficiency increase measures.

Although many technologies have been already developed to achieve greater en-

ergetic efficiencies or to provide “carbon-free” alternatives, their correct integration

in the existing energy scenario still poses challenging issues. From an engineering

point of view, these issues are related to the many phases of the implementation

process, from the correct design of the applications to the development of effective

management strategies able to optimize the energetic efficiency gains while maintain-

ing unaffected (or even improved) the functionalities of the existing technologies.

For such reasons, tools and methodologies for an efficient design and management

of complex energy systems have draw the attention of both the industrial and the

academic worlds, defining the research direction.

1.5 Objective and structure of the thesis

Based on the previous considerations, the present thesis focuses on the application

and development of numerical methods able to provide an engineering solution to the

problem of efficiency optimization of complex energy systems, with the final objective

of reducing their overall energy consumption. The adopted methodology relies on the

development of physical based mathematic representations of the analyzed process,

which are used to provide a reference framework for the evaluation of plant energetic

performance. Once such models are obtained, the abstract energy optimization prob-

lem is converted into a mathematical one, identifying both the parameters that can

be modified to achieve the desired performance and the restrictions that may limit

such choices. Finally, the proper numerical optimization techniques are applied to

obtain a solution of the conceived problem.

In the first part of the thesis, the topic of model based numerical optimization is

introduced. Different types of plant models and representation are described, based

on the level of detail required and the objectives of the analysis. Particular emphasis
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is given to physic based, control oriented models, as they provide the primary tool

for a comprehensive optimization of an energetic plant. Various numerical optimiza-

tion techniques are then presented and described, providing insights on their role in

both the design and regulation phases, and underlying the assumptions necessary to

correctly describe the process. Three particular techniques are finally described in

deeper details, as they will be subsequently exploited and applied to real applications.

In the second part of the thesis, the problem of optimal sizing and control of

energetic systems is investigated based on three different applications:

� In the first one, a multi-source energy plant for the fulfillment of energetic

demand in building is analyzed. This plant uses multiple sources, alternative

to the classic fuel based ones, to provide thermal and electric power to the

commercial structure. The effect that different scheduling policies (i.e. how

to divide the energetic demand between the available sources) have on the

primal energy consumption is estimated and the optimal plant control strategy

is derived. While such a strategy cannot be implemented on-line to effectively

drive the plant in its functioning, it offers many interesting insights on the

process, proving the limitations of simpler rule-based strategies.

� In the second application, a hybrid solution for energy recovery in a hydraulic

excavator is developed. As different plant layouts and component sizes are

available for the design of similar technological solutions, a methodology to

evaluate the benchmark potentiality of each different combination is derived,

and the performance of the different solutions are compared on a fair common

framework.

� In the third and final application, an Organic Rankine Cycle based Waste Heat

Recovery system for light vehicles application is investigated. In this case, the

problem is that of efficiently manage the heat recovery process, liable to the

variability of the energy source, to maximize the fuel consumption reduction at

the engine while keeping the plant in safe operating conditions.

For each of the applications, the particular model developed for representing the

system will be described, an optimization problem will be conceived, and the suitable

numerical optimization technique will be applied to maximize the efficiency of the

plant.
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CHAPTER 2

MODELLING TECHNIQUES FOR PROCESSES

SIMULATION

While many of the questions connected to the design and optimization of a physical

process may be theoretically addressed by means experimentation, such a procedure

may result inappropriate or even impossible to carry out, either because too expensive

(in terms of time and money), or because too dangerous, or simply because impossi-

ble, as the system to analyze does not exist yet [6]. It is to overcome these limitations

that models are conceived, to derive a replica of the examined system and use it to

perform simulations, an inexpensive and safe alternative to experiments, which can

be used to predict how the real system would have behaved and act accordingly in the

real world. Among the various modelling methodologies conceivable, the most im-

portant when dealing with technological problems is that of mathematical modelling,

which consists in translating the real world problem into mathematical ones, solving

such mathematical problems, and interpreting the results in the ordinary laymen’s

language [4]. While many different typologies of mathematical models may be devel-

oped, the common element they all share is their predictive ability, which allows to

make quantitative estimations (whether deterministic or probabilistic), that can be

exploited to anticipate the results form yet-to-be-conducted experiments or to predict

a set of events in the real world [2, 3].

In the present chapter, a brief introduction to the field of mathematical modelling

is depicted, focusing on the techniques and representations more suitable for the

modelling and simulation of complex energetic processes.

2.1 Classification of mathematical models

To realize a mathematical simulation model, a certain number of simplifying hypoth-

esis must be adopted, to define a schematic framework which will allow the repro-

duction of the physical phenomena of interest for the optimization of the process.

Based on system theory, every process or component may be schematized following
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an input/state/output representation, depicted in Figure 2.1, where the value of a

certain number of observable (i.e. measurable) variables (output, y) is determined

by a combination of external phenomena influencing the system (inputs, u) and the

configuration (state, x) of the system itself.

State

 nxxxx ,...,, 21 muuuu ,...,, 21  pyyyy ,...,, 21

Input Output

Figure 2.1: Generic input/state/output system representation

The mathematical correlations between input, states, and outputs may be formal-

ized according to the generic state-space representation, Equation 2.1. This formula-

tion states that the evolution of the state variables x (corresponding to the minimum

set of parameters necessary to describe the configuration of the system) can be cor-

related to the exogenous inputs, u, and the actual configuration of the system, x, by

means of a mathematical function f . Moreover, the observable effects of such actions

may be correlated to system inputs and states by means of another mathematical

correlation g.

{
ẋ(t) =f

(
x(t), u(t), t

)

y(t) =g
(
x(t), u(t), t

)
(2.1)

Based on the nature of the mathematical correlations f and g, two important dis-

tinctions can be made when categorizing theoretical models [1]:

� Black box models : The correlation between the various variables are entirely

based on empirical representations of the processes, without neither consider-

ing the underlying physical or chemical functioning principles, or developing a

conceptualized representation of the process. Maps and lookup tables, experi-

mental correlations, transfer functions, and neural networks are just a limited

example of models that are based on this approach. The terminology refers to
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the fact that the user does not have any insight on the real physical phenom-

ena determining the behaviour of the system but can only empirically deduce

a correlation by experimentally observing the output response of the system to

some known inputs;

� White box models : In this case, on the other hand, the correlations between

the variables are entirely based on known physical equations which describe the

behaviour of the system. The model is therefore obtained entirely in a deductive

analytical way, based on natural principles.

Based on the adopted approach, two procedure can be used to obtain a model [5]:

if the black-box approach is followed, an identification procedure must be carried out,

adjusting the internal parameters of the model to reduce the error between the model

predictions and some known experimental data; if a white-box approach is instead

followed, modelling requires the assembling of the considered fundamental laws to

reproduce the behaviour of the analyzed system. While a model based on the white-

box approach can be used to simulate the same physical system for many operating

regimes, a black-box one is reliable only at the specific operating conditions at which

it has been calibrated. Moreover, a white-box model can be used to derive the effect

of some parameter modification on the process or even to simulate a system not yet

realized in practice. Despite their obvious advantages however, white-box models are

often too complex to conceive, as the physical phenomena determining even simple

effects may be far from trivial, and the black-box approach is usually more practical.

Despite however this rigid distinction, in practice these two methods often com-

plement each other, by defining the so-called grey-box approach, in which some simple

physical correlations are used to describe the essential dynamics and behaviours of

the system, while empirical correlations are used to describe the phenomena which

does not require any particular insight, thus combining the advantages from both the

modelling approaches.

Based on the simplifications adopted when conceiving a representation of the real

process and the corresponding mathematical formulation, theoretical models may also

be distinguished, according to [5], based on the classes and criteria defined in Table

2.1.
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Table 2.1: Model classification

Model Classification
mutual dependence
of variables

linear nonlinear

parameters change
with time

time invariant time variant

dependence on spa-
tial coordinates

lumped distributed

randomness of vari-
ables

deterministic stochastic

state variable
change with time

static dynamic

Mutual dependence of variables A process is described by a linear model

if the equations describing the mutual dependence of variables (f and g) can be

expressed in the form:

Lφ = 0 (2.2)

where φ is the vector of variables (states x, state derivatives ẋ, inputs u, and outputs

y) and L is a linear operator satisfying:

L(φ1 + φ2) = Lφ1 + Lφ2 (2.3)

If this property is not satisfied, the model is nonlinear.

While the equation describing most of the physical systems are essentially non-

linear, it is often advisable to obtain a simplified linearized approximation of the

process if the effect of such nonlinearities is negligible in the examined range of oper-

ating condition, in order to facilitate the analysis of the system and the implementa-

tion of numerical optimization techniques. The linearization procedure on the other

hand, while justified from a computational point of view, must always be applied cau-

tiously, keeping in mind its intrinsic limitations and the correlated loss of accuracy

in the model predictive ability.

Parameter change with time For time invariant processes, the form of the

state update and output Equations 2.1 does not depend on the time parameter.

While all the basic physical law are time invariant, in a simplified representation of
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the system, some phenomena (e.g. wearing, ageing, breakdown, etc.) can be much

more easily described assuming that some parameters in the system equations are

subject to some sort of variation over time. Usually, such effects are neglected if the

changes are slower than the characteristic duration of the process.

Dependence on spatial coordinates If time t is the only independent vari-

able describing the system state changes over time, the model is formulated by means

of ordinary differential equations (ODEs). If on the other hand the set of independent

variables contains some of the spatial coordinates or any other kind of generalized

coordinates, the dynamics of the system are described by means of partial derivative

equations (PDEs). Except for the very few cases where analytical solutions are avail-

able, the standard procedure for dealing with such models requires a discretization

over the additional coordinates, so that the PDEs can be effectively reduced to a

system of ODEs. Moreover, even if many of the variables are not evenly spatially

distributed, it is customary to considered the problem lumped in space, if the effect

of space distribution is not relevant to the problem and is negligible enough, in order

to avoid any unnecessary complication.

Randomness of variables In deterministic processes, the relationship between

input, states, and output variables, even if not unique [5], is always completely de-

termined. In stochastic processes on the contrary, the influence of random variables

greatly affects the behavior of the system. Again, even if all the physical process

are inherently stochastic, the decision to include such information depends on the

influence that such aspect has on the predictive ability of the model.

State variable change with time A last important feature to characterize

models and processes relies on the distinction between dynamic and static ones. A

dynamic model accounts for the time-dependent changes in the state of the system,

while static ones are time invariant. From a mathematical point of view, this means

that, for a static model, the time derivatives of all process variables are always equal to

zero (f
(
x(t), u(t), t

)
≡ 0) and that the process can be entirely described by algebraic

equations. This of course does not mean that no change is detected in the states

or the outputs over time, but it means that such a change is a direct immediate

consequence of a variation in the value of the inputs. While all the physical processes

are inherently dynamic, it is always advisable, for the sake of simplicity, to neglect

those dynamics which are either too fast or too low when compared to the ones
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relevant for the description of the dynamics, assuming that such processes always

happen as a transition between different steady-state conditions.

2.2 Physical system modelling process

While many different theoretical approaches may be followed when conceiving a black-

box system model, the development of a white-box physic based model follows a

more standardized procedure, which is essentially based on the principle of breaking

down the properties of the entire system into a set of sub-systems whose behaviours

are known [6]. The different phases necessary for the process of identification and

mathematical representation of a physical system may be reassumed as follows [5]:

1. Problem definition: the objective and purposes of the model are defined

according to the different constraints (accuracy, simplicity, computational cost,

etc.), thus defining the level of detail required to describe the process and the

relevant phenomena to be accounted;

2. Process analysis: the boundaries separating the process from its environment

are determined, isolating the inputs and the outputs to the system, obtaining

the outer shell of the system model as depicted in Figure 2.1. Next, the entire

process is divided into its simper and elementary sub-processes and parts;

3. Assembly of conservation equations: when developing physical mathemat-

ical models, it is usually possible to formulate some general properties of the

system by means of balance or conservation principles [2]. An example of such

conservation laws are for example mass, energy, momentum, charge, etc. con-

servation equations. A general formulation of these balance laws may stated as

follows:

qin(t) + qout(t)± qproduced,v(t) =
dQv(t)

dt
(2.4)

where v represent the specific control volume over which the balance is evalu-

ated, Q(t) is the physical quantity monitored, qin(t) and qout(t) are the flow rates

of Q(t) entering or leaving the sub-system boundary, and qproduced is the rate of

production (or destruction) of Q(t) inside the control volume. A simplifying hy-

pothesis underlying such formulation is that the quantity Q is evenly distributed

inside the system boundary, allowing for a lumped parameter approximation.

18



If the spatial distribution of Q cannot be neglected, the conservation law can

be stated in the more general form:

∂Θ

∂t
+∇ · q = 0 (2.5)

where Θ(x, t) is the density of Q and q(x, t) is its flux.

From a system theory point of view, the physical quantities Q may easily be

interpreted as the states of the system, while Equations 2.4 and 2.5 serve as the

basis for deriving state update function f ;

4. Assembly of physical/phenomenological equations of state: to inter-

connect the different subsystems representations (carried out by means of the

conservation laws) and to derive a correlation between state update equations

and input/outputs of the system, additional physical equations are usually nec-

essary, to relate the process variables by means of empirical correlations describ-

ing different properties and phenomena (e.g. ideal gas law, Bernoulli equation,

heat transfer process, diffusion, etc.);

5. Solution of the mathematical model: analytical solutions (very rarely) or

rather numerical approximations are evaluated by means of a calculator; if the

model is not lumped in space, the PDEs describing the conservation Equation

2.5 are usually converted to a system of ODEs, by discretizing the entire control

volume in a series of smaller volumes, dv, and applying the lumped conservation

Equation 2.4 assuming that the properties are evenly distributed in dv.

6. Testing: the results from the simulation are compared to those intuitively ex-

pected from the system, to check inconsistencies or unexpected model behaviors

and fix them;

7. Calibration: the eventual unknown parameters of the model are estimated

and tuned based on experimental data collected from the real physical process.

If the whole process is too complex to examine at once, the singular subsystems

are individually calibrated;

8. Validation: experimental data, different from those used for the calibration,

are used to establish the satisfactory degree of model actual process predictions;

9. Applying the model: the model is finally used to perform the desired task it

was built for.
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CHAPTER 3

NUMERICAL OPTIMIZATION: THEORY

After a mathematical representation of a system is developed, it is possible to trans-

late the abstract optimization problem (e.g. maximize the profit of a process, min-

imize the energy consumptions of an engine, maximize the productivity of a plant,

etc.) into a mathematical one if a proper objective function, representing a quan-

titative measure of the performance of the system, is identified. Such an objective

function depends on a number of different characteristics of the system, which are

referred to as decision parameters. The objective of the optimization procedure is to

find the optimal combination of such parameters that leads to a maximization (or

a minimization) of the objective function. Furthermore, when dealing with physi-

cal systems and real life problems, the choice of the decision parameters is usually

subjected to a set of limitations, referred to as constraints, which represent the bound-

aries that are normally present when dealing with real process (e.g. control actuators

saturation, limitations to ensure safety conditions, the narrowness of the available

resources, etc.). The identifications of these parameters is the first step in the op-

timization problem and usually represents one of the most important parts of the

entire procedure.

Once the proper optimization problem has been conceived, the correct algorithm

must be chosen to find an effective solution solution. As many different sub-types

of optimization problems may be formulated, there is not a singular procedure to

obtain a solution, but rather a collection of methods which depends on the particular

formulation given to the investigated problem. Many important distinctions may be

made when characterizing different formulations of the optimization problem, but the

first and most important one relies on the distinction between static and dynamic

problems. In the former, the decision parameters are optimized for a specific instant

of time. This is the case for example of deciding the proper sizing of a component or

assingining the nominal operating point of a plant, as the decision parameter, once

chosen, will not change as time progresses. A static optimization problem may also

be conceived when the dynamics of the system are considerably faster or slower than

21



those of the parameter optimization, and the process can easily be assumed as quasi-

static. In the latter case of dynamic optimization on the other hand, the decision

parameters are actively changed as time progresses and their value is optimized for

a given time interval. Rather than a fixed set of parameters, the optimization prob-

lem requires therefore the definition of a dynamically changing control law, able to

effectively drive the progression of the process in such a way that a certain optimality

criterion is met. For this reason, the problem is normally referred to as “optimal

control”, and forms a branch in the wider field of control theory.

In the present chapter, a reference framework for both static and dynamic opti-

mization problems is provided, listing the possible variants of the two problems and a

set of techniques that have been developed to deal with these different formulations.

3.1 Static optimization

A mathematical formulation for the generic static optimization problem may be de-

veloped as follows [26]:

min
x∈X

J(x) subject to

{
hi(x) = 0, i = 1, 2, ...,m

gj(x) ≤ 0, j = 1, 2, ..., n
(3.1)

where the problem is that of finding the right combination of values in the vector of

decision parameters x ∈ X ⊂ Rn which minimize the objective function J(x), given

that the sets of equality (hi(x)) and inequality (gj(x)) constraints are satisfied.

The general formulation presented above immediately highlights one of the first

possible way to classify static optimization problem, namely unconstrained and

constrained problems. In the former case, where no conditions of the form hi(x),

gj(x) are imposed, the complexity of the optimization is greatly reduced, though the

solution of the simplified problem is still far from trivial. A wide set of techniques has

been developed to address the basic unconstrained problem and many of these serve

as the basis to deal with the constrained case. Moreover, it is also worth being noted

that, if a proper penalty term is introduced into the objective function, such as that

the violation of the constraints will penalize the performance, the constrained problem

may be easily reduced to an unconstrained one. While this technique is usually

adopted to tackle the presence of constraints in a very simple way, the effectiveness

of the solution greatly depends on a proper formulation of the penalty function, a

procedure which is highly problem dependant. If other methodologies, based on an
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analytical approach to the problem, are available and easy to implement, they are

usually preferred due to their increased flexibility and effectiveness.

Another primary distinction in static optimization problems may be operated

based on the global or local nature of the solution. If the objective function J(x)

is non-linear, multiple different local minima may be present; as many optimization

algorithms seek only a local solution, i.e. a point where the objective function is

smaller than in other feasible nearby points, there is no guarantee that the global

solution may be located or even recognized [26]. Local optimization methods on the

other hand are usually faster and easy to apply and for this reason are widely employed

in optimization algorithms, with the introduction of some proper modifications able

to enhance the possibility of finding a global optimum [11]. The concept of convexity

plays in here a crucial role and is therefore briefly summarized; a set S ∈ Rn is defined

convex if, for any two points x1, x2 ∈ S, αx1 + (1− α)x2 ∈ S for all α ∈ [0, 1], that

is, the straight segment connecting the two points entirely lies in S. For a function f

defined over a convex domain S, the function is convex if, for any two points x1, x2

in S:

f
(
αx1 + (1− α)x2

)
≤ αf(x1) + (1− α)f(x2), ∀α ∈ [0, 1] (3.2)

In the case that both the objective function and the feasible set are convex, any

local solution of the optimization problem is also global [26]. Many practical optimiza-

tion problems may be formulated from the start as convex optimization problems; if

that’s the case, it is relatively straightforward to solve them. If on the other hand

the problem is non-convex, the use of convex methods still plays an important role in

the solution phase as these methods may be used to find an approximate solution to

the problem or to determine the lower bound to the optimal value of the non-convex

problem [11].

The numerical solution of Problem 3.1 is based on the application of iterative

algorithms. While in fact such problems may be theoretically solved both by the

use of brute force methods or calculus of variations, the former would obviously

involve an extremely heavy computational burden while the latter is only effective in

a very restricted number of cases, as high non-linearities in the objective function and

the necessity of an effective constraint handling easily make the analytical approach

unfeasible. Numerical algorithms on the other hand rely on an iterative procedure

where, starting from a (set of) initial candidate solution(s) to the problem, a sequence

of improved estimation is generated, hopefully leading towards the solution of the

problem.
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Numerical algorithms may be classified into two large families of methods: it-

erative methods and metaheuristic algorithms. The former are based on a

mathematical approach to the problem, usually relying on approximating the ob-

jective function and its first and second order derivatives (gradient and Hessian) to

estimate the direction where to proceed. Metaheuristic algorithms on the other hand

still relies on iterative procedures but do not make any assumption on the analytic

structure of the objective function and constraints, neither try to find a direction of

descent; they make fewer assumptions on the optimization problem to be solved and

rely instead on sets of usually simple high level rules which will (supposedly) guide

the evolution of the search towards the optimal solution.

3.1.1 Iterative algorithms

Iterative algorithms for unconstrained optimization follow two fundamental strategies

and may be therefore distinguished in: line search or trust region methods [26].

The progression towards the optimal estimated point is conducted as follows:

� Line search: At each iteration k of the algorithm, a direction pk is chosen and

the search progresses from current point xk towards the direction pk based on

the following update equation:

xk+1 = xk + αkpk

where αk is the step length, which should ideally be equal to the minimizer of:

min
α>0

J(xk + αpk)

While the exact solution of the equation above will guarantee the maximum

benefit from proceeding in direction pk, the computation cost may be expensive

and the procedure usually unnecessary. Line search methods only tries a limited

number of trial step lengths until an approximate minimum is find, and then

proceed to the next point. The search direction pk is evaluated based on the

gradient (steepest descent) or on a second order Taylor series approximations

of the function (Newton or Quasi-Newton).

� Trust region: In this case, a simplified “model function” mk, approximating the
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behaviour of J near the current point xk, is constructed. A candidate step pk

is then found by approximately solving the subproblem:

min
p
mk(xk + p)

The model function mk is usually a quadratic function of the form:

mk(xk + p) = Jk + pT∇Jk +
1

2
pTBkp

where ∇Jk and Bk are respectively the function gradient and its Hessian ∇2Jk

or some approximations. As the model mk may not be a good approximation

of the function J , the search is restricted to a small region around xk, hence

the name trust region. This region is usually a ball defined as ‖p‖2 ≤ ∆, with

∆ the trust region radius. Contrary to line the line search method, in the trust

region procedure the evaluation of step length and step direction are made

simultaneously.

Both methods relies on the knowledge of the derivatives of the objective function.

While in a few cases the derivative could be analytically calculated by the user and

provided to the algorithm, in the great majority of the problems numerical approx-

imations are used instead, with the finite difference approach being the most used.

If the number of derivative evaluations to be performed is excessive, Derivative-free

Optimization (DFO) algorithms may be used instead (e.g. the conjugate-direction or

Nelder-Mead simplex-reflection methods [26]).

If equality constraints (hi(x) = 0) are added to the problem, the method of

Lagrange multipliers is used to effectively reduced the constrained problem to an

equivalent unconstrained one [6]; if both equality and inequality constraints (gj(x) ≤
0) are present, Karush-Kuhn-Tucker (KKT) conditions serves as the basis for the

development of many advanced techniques. KKT conditions (Equations 3.4) are

deduced from an extension of the Lagrange multipliers method and state that, if a

Lagrangian function is defined of the form:

L(x, λ, µ) = J(x)−
m∑

i=1

λihi(x)−
n∑

j=1

µjgj(x) (3.3)

where λ and µ are the Lagrange multiplier vectors, then, if x∗ is a local solution of

Problem 3.1, J(x), g(x), h(x) are continuously differentiable, and linear independence

constraint qualification (LICQ, see [26]) is satisfied, then there exist unique Lagrange

multipliers λ∗, µ∗ such as that the following conditions are satisfied:
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∇xL(x∗, λ∗, µ∗) = 0,

hi = 0, ∀i ∈ [1, 2, ...,m]

gj ≤ 0, ∀j ∈ [1, 2, ..., n]

µ∗j ≤ 0, ∀j ∈ [1, 2, ..., n]

µ∗jgj(x
∗) = 0, ∀j ∈ [1, 2, ..., n]

(3.4a)

(3.4b)

(3.4c)

(3.4d)

(3.4e)

A great portion of the algorithms developed for constrained optimization may

be effectively interpreted as methods for numerically solving the KKT system of

equations [11].

Another key aspect in constrained optimization is represented by the concept

of duality. If a so-called “Lagrange dual function” is associated to the “primal”

optimization Problem 3.1 as:

d(λ, µ) = inf
x∈X

L(x, λ, µ) = inf
x∈X

(
J(x)−

m∑

i=1

λihi(x)−
n∑

j=1

µjgj(x)

)
(3.5)

then, the Lagrange dual function d(λ, µ) gives a lower bound to the optimal so-

lution of the primal optimization problem. Moreover, the connected Lagrange dual

problem (i.e. finding the maximum value of the Lagrangian dual function, which rep-

resents the maximum lower bound to the primal problem) is a convex optimization

problem, an can be therefore solved with much simpler methods, even if the primal

is non-convex [11]. Finally, if also the primal problem is convex, the solution of the

Lagrange dual problem will correspond to the optimal value for the primal problem

(strong duality condition [11]). Many iterative algorithms for convex optimization

exploit such a property, forming the family of primal/dual methods.

The existing iterative algorithms for constrained optimization may be categorized

based on the form of the objective function and the constraints; the most basic

problem is that of Linear Programming (LP), where both the objective function and

the constraints are linear, and the resulting optimization problem is convex. In this

case, the simplex method (belonging to the wider class of “active set” methods)

represent one of the oldest numerical methods ever developed. As the solution of

the LP problem, if existing, is forced to lie on the boundary of the feasible set, the

simplex algorithm proceeds in formulating reduced versions of the original problem,

where only a subset of the original constraints is considered, and always as equality

ones. Once this subproblem is solved, a different subset of constraints is evaluated
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in the next iteration of the algorithm, thus moving towards the effective solution of

the problem [26]. Another class of methods worth to be cited for the solution of

LP problems is that of “interior-point” methods, where the inequality constraints

are approximated by means of a properly designed barrier function able to “push”

the tentative solution inside the feasible set. The equivalent problem is solved by

means of the Newton method and the barrier penalization is iteratively relaxed until

a boundary of the problem is met [11].

Another particular category of constrained optimization problems is represented

by the Quadratic Programming (QP) ones. In this case, the objective function is

quadratic and the constraints are linear; the resulting optimization problem is still

convex. This kind of problem has also been studied for long, due to some of its

particular characteristics that can be exploited for developing efficient algorithms for

dealing with more complex situations. Several methods have been developed and

implemented in commercial softwares for the solution of the QP problem, based on

active-set, interior-point and gradient projection methods. Strong duality condition is

also often use to increase the performance of the algorithms, developing the so-called

“primal-dual” methods.

Finally, if both the constraints and the objective function are nonlinear, then

the optimization problem is classified as a Non-linear Programming (NLP) problem

and solved using a variety of different methods, based on the particular nature of the

objective function and constraints (see [26] for more details). The use of penalty func-

tions and augmented Lagrangian methods represents in this case an efficient way to

replace the constrained original problem with a sequence of simplified subproblems.

Sequential Quadratic Programming (SQP) represents one of the most effective meth-

ods for the solution of non-linear constrained optimization problems, based on the

iterative solution of a simplified QP problem resulting from the quadratic approx-

imations of the objective function and a linear approximations of the constraints.

Interior-point methods have also proved to be as successful for non-linear optimiza-

tion as for LP, and, together with SQP methods, they are currently considered among

the most powerful algorithms for solving NLP [26].

While the iterative algorithms described in this section present many advanta-

geous qualities such as high accuracy, robustness, proof of convergence, and rapid

convergence rate, they may become ineffective if large non-linearities (e.g. discon-

tinuities) are present in the objective functions and constraints. Furthermore, as

the search space dimension increases, iterative algorithms require increasingly higher
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computational efforts. Finally, while they are very effective in providing local so-

lutions, they may get easily stuck in local optimizers if the problem is non-convex.

Metaheuristic algorithms provide in this case a valuable alternative to overcome the

difficulties arising from the application of classic iterative procedures.

3.1.2 Metaheuristic algorithms

Metaheuristic algorithms are based on a completely different approach than classical

methods. The term is coined by the composition of two Greek words meaning “to

find” (heuristic, form the verb ευρισκειν) and “beyond, in an upper level” (meta),

suggesting that the progression of the algorithm relies on a set of high level procedures

and rules that guide the evolution of the system. Rather than being determined by

analytical considerations, these rules defines the specific actions to be taken by the

algorithm (according to the response of the system with respect to changes in input

variables) based on more abstract concepts, inspired for example by the observation

of natural mechanisms, and does not require therefore any kind information about

the analytic structure of the objective function (gradient, Hessian). The goal of the

metaheuristic algorithms is to efficiently explore the search space in order to find

(near) optimal solutions; moreover, they usually incorporates mechanism to avoid

being trapped in confined regions. Being based on an abstract description of the

problem, they may be applied indiscriminately to a wide set of different cases. A

classification of metaheuristic algorithms may be found in [29] and is here reported:

� Nature inspired and nonnature inspired: A large portion of the meta-

heuristic algorithms are inspired by natural phenomena, such as biology (evolu-

tionary algorithms, artificial immune systems), social sciences (ant colony, bees

colony, particle swarm) and physics (simulated annealing);

� Memory usage and memoryless methods: Some methods, as simulated

annealing, do not use any information that may be extracted dynamically during

the search, while others rely on short-term and long-term memories (e.g. tabu

search);

� Deterministic and stochastic: In deterministic methods the update is made

using deterministic processes, while in stochastic methods some random rules

are applied during the search;

� Population-based and single-based search: Single-solution algorithms, as

local search and simulated annealing, rely on the manipulation and evolution of
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a single candidate solution as the algorithm progresses while population-based

exploit a large group of candidates at each iteration. Single-solution methods

intensify the search in local regions, while population based provide a better

diversification in the entire search space;

� Iterative and greedy: In iterative algorithms, representing the majority of

metaheuristics, a complete solution (or population) is present from the start

and its evolution is controlled by some search operators; greedy algorithms on

the other hand starts from an empty solution and add a decision variable at

each step, until the complete solution is obtained.

Some of the most used metaheuristic algorithms are here presented, referring to

the distinction between single-based and population-based approach:

� Single-based alhorithms

1. Local search: One of the oldest and most simple metaheuristic methods [1],

is based on replacing the current solution with a neighbour one presenting

an improved objective function. Neighbour solutions may be evaluated

deterministically or stochastically and the selection of the best neighbour

is chosen based on different approaches (best improvements, first improve-

ment found, random selection among improving neighbours, etc.). While

the method proved to be very easy to apply and able to find fairly good

solutions in a small amount of time, it presents the high disadvantage that

it converges toward local optima. Many alternatives algorithms have orig-

inated from local search, implementing modifications that avoid getting

stuck at local optima.

2. Simulated annealing: Originating from the work of Kirkpatrick et al. [22]

and C̆erný [31], the methods deals with the problem of local minima by ac-

cepting movements that may degrade the current solution of the problem.

The algorithm receive its name as it is inspired by the physical process of

formation of strong crystalline structures in metals. From an initial solu-

tion, moves that improve the objective function are always accepted, but

there is also a probability of choosing a trajectory that degrades the cost.

This probability is inversely proportional to the amount of performance

degradation and proportional to a control parameter, named temperature.

At high “temperatures” the probability of accepting worse moves is high

and the movement is almost random, while for low “temperatures” the
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algorithm is equivalent to local search. Cooling schedules, which define

how temperature changes as the algorithm progresses, are a key aspect for

the correct functioning of the algorithm.

3. Tabu search: Proposed by Glover in 1986 [19], it is similar to the steepest

descent version of the local search, but it does accept non-improving so-

lutions if all the neighbours of a point are non-improving so that, even if

a local minima is met, a new current solution is chosen anyway. As this

policy may generate cycles, tabu search keeps in memory the most recent

trajectories and discards the points that have already been visited (hence

the name). Variations of the algorithm are characterized by the way the

memory of past position is kept (short, medium and long term memory)

and the criterion to eventually accept tabu moves.

4. Iterated local search: As local search effectiveness depends on the initial

point, the accuracy of the algorithm may be increased by selecting multiple

starting points or by perturbing the solution of the local search algorithm

and rerun the same algorithm from the new perturbed initial point.

5. Guided local search: The basic principle of this method is the introduction

of a dynamic changing function which is penalized if the algorithm gets

trapped to a local optima [32].

� Population-based algorithms

1. Evolutionary algorithms: Among the most famous metaheuristic algo-

rithms, evolutionary algorithms are inspired by the principle of natural

evolution. Many variants have been developed based on the same con-

cept as genetic algorithms [20], evolution strategies, and genetic program-

ming [23]. These methods are based on the evolution of a population of

candidate solutions to the optimization problem; at each step of the algo-

rithm, individuals are selected from the population to generate new off-

springs which will inherit parents’ characteristics based on crossover and

mutation operators. The probability of each individual in the population

to be selected for the reproduction is based on its fitness, i.e. the value

of the objective function J(x). Reproduction and fitness evaluation are

repeated in an iterative manner until stopping criteria are met. Evolu-

tionary algorithms have been observed to perform very effectively in many

different applications and a great amount of literature production have

been written on the argument (see for example [9, 14, 29, 33]).

30



2. Swarm intelligence: These methods are inspired by the cooperation and

collective behavior of social animal species, such as ants, bees, fish, and

birds. In swarm intelligence methods, each candidate solution moves

through the search space based on simple strategies that implement an

indirect communication between different individuals, thus generating a

collective behavior similar to that observed in nature. Ant colony algo-

rithm for example [16] mimics the pheromone releasing procedure and

evaporation process that guides ant colony in the solution of shortest past

decision problems. In particle swarm optimization [21] the movements of

singular individual in the population are affected not only by each particle

knowledge (personal fitness) but also by the knowledge shared from other

individuals (global fitness), a process which leads to the emersion of co-

ordinate behaviors. Bee colony algorithm [30] is inspired by the features

that characterize the interactions inside honeybee colonies such as nectar

exploration, mating, division of labor, etc.

Even if metaheuristic algorithms does not offer any guarantee to find a global or

even bounded solution, they outperform the other methods when the search space

and the dimension of the problem are large, and when the objective function is

highly non-linear or presents large discontinuities. Even if the global optimality is not

guaranteed, metaheuristic algorithms either account for special strategies for escaping

local minima or, if some stochastic update mechanism is present, this usually has the

intrinsic ability of encouraging the exploration of wider search spaces, thus preventing

the solution to be stuck at local optimizers [29].

3.2 Dynamic optimization

If the plant is subject to the action of a set of time varying parameters u which affects

both the dynamic evolution of the system state and the value of some performance

parameters that has to be optimized, the problem belongs to the category of dynamic

optimization. This is usually the case of determining the optimal trajectory of some

control parameter used to actively regulate the plant. For such a problem, the de-

velopment of an efficient control strategy relies on a mathematical representation of

the system based on the state-space formulation depicted in Chapter 2.1 and here

reported for the sake of clarity:

ẋ(t) = f(x(t), u(t), t), x(t0) = x0 (3.6)
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where x ∈ X ⊂ Rn are the states of the system, i.e. the combination of parameters

necessary to identify a generic configuration of the system itself, u ∈ U ⊂ Rm are the

control inputs whose trajectories are to be optimized, and f : Rn × Rm → Rn is the

correlation determining the evolution of the system based on its current state and the

applied controls. It is worth to highlight that, even if detailed plant models may be

developed, for the sake of deriving an effective solution to the dynamic optimization

problem, it is better to just consider the dynamics of the system (i.e. the states)

who have a direct effect on the performance index to be optimized, and time scales

consistent with those of the control inputs to be optimized. If in fact the dynamics of

the plant are too fast or too slow (if compared to those of the controller), a quasi-static

approximation of the system allows to obtain results very close to those attained from

the implementation of an optimal dynamic strategy, a the price of the solution of a

much more simple static optimization problem.

If on the other hand the dynamic aspects of the system are central to the optimiza-

tion procedure, a mathematical representation of the plant performance is expressed

by means of the following cost functional J(x0, u(t)):

J(x0, u(t)) = g
(
x(tf )

)
+

tf∫

t0

h
(
x(τ), u(τ), τ

)
dτ (3.7)

where the objective function J is optimized over a time interval [t0; tf ] based the values

of a terminal cost g, associated to the final obtained configuration of the system xtf ,

and the value of a stage cost h, associated to the control input trajectory u(t) and the

induced evolution of the system x(t). Notice how, together with the control inputs

trajectory, the initial configuration of the plant x0 plays a central role in determining

the value of the objective function.

In real applications, it is also necessary to account for the various physical limi-

tations of the plant. Because of that, the optimization problem is usually subject to

a series of constraints on both inputs and states of the form:

� u(t) ∈ U ⊂ Rm : input constraints (frequently expressed in the form umin ≤ u ≤
umax), representing physical limitations on the control values, due for example

to actuators saturation;

� u̇(t) ∈ U̇ ⊂ Rm: input rate of change constraints, again usually associated to

control physical limitations;
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� x ∈ X(t) ⊂ Rn: state constraints, restricting the number of possible configu-

rations allowed to the system during its evolution, e.g. safety limitations for

some physical parameters;

� x(tf ) ∈ Xf ⊂ Rn: terminal constraints, used if the system should be in a desired

predetermined configuration at the end of the optimization horizon.

To determine the optimal control trajectory u∗, which maximizes the performance

of the system, while accounting for the various physical limitations and the dynamic

evolution of the plant, the following optimization problem, usually referred to as

optimal control, can be defined:

u∗(t) = arg min
u(t)

J(x0, u(t))

subject to ẋ(t) = f
(
x(t), u(t), t

)
, x(t0) = x0

x(t) ∈ X ∀t ∈ [t0; tf ]

u(t) ∈ U ∀t ∈ [t0; tf ]

u̇(t) ∈ U̇ ∀t ∈ [t0; tf ]

x(tf ) ∈ Xf

(3.8a)

(3.8b)

(3.8c)

(3.8d)

(3.8e)

(3.8f)

3.2.1 Optimality conditions

Analytical approaches to the solution of the unconstrained version of optimal control

problem 3.8a are based on calculus of variations. Starting from the work of Bellman

on dynamic programming and its principle of optimality [7], a sufficient condition for

optimality may be obtained deriving Hamilton-Jacobi-Bellman equation (see [2] for

more details). From Equation 3.7 it is possible to obtain the function:

J∗(x(t), t) = min
u[t,tf ]

J(x(t), u(t), t) = min
u[t,tf ]

[
g
(
x(tf )

)
+

tf∫

t

h
(
x(τ), u(τ), τ

)
dτ

]
(3.9)

which defines the optimal value of the objective function J , depending on the generic

initial condition x(t) at time t. For a t1 ∈ [t, tf ], the control trajectory u[t,tf ] is the

concatenation of u[t,t1] and u[t1,tf ], and the minimization over u[t,tf ] is equivalent to

minimizing over u[t,t1] and u[t1,tf ]:
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J∗(x(t), t) = min
u[t,t1]

min
u[t1,tf ]

[
g
(
x(tf )

)
+

t1∫

t

h
(
x(τ), u(τ), τ

)
dτ +

tf∫

t1

h
(
x(τ), u(τ), τ

)
dτ

]

(3.10)

With the first integral independent from u[t1,tf ] and the second being an optimal

performance index itself, it is possible rewrite J∗(x(t), t) as:

J∗(x(t), t) = min
u[t,t1]

[ t1∫

t

h
(
x(τ), u(τ), τ

)
dτ + J∗(x(t1), t1)

]
(3.11)

Equation 3.11 is a mathematical expression of Bellman’s principle of optimal-

ity [17], and it formalizes the somehow self-evident knowledge that the “tail” of an

optimal trajectory is still optimal. A classic example [7] to better illustrate the pro-

cess is that of an auto travelling from a point A to a point B. If the fastest route

between the two points passes through a third point C, the principle of optimality

states the basic knowledge that the portion of the optimal route from A to B starting

from C is also the fastest route from C to B. This seemingly trivial concept will play

a central role for the derivation of the Dynamic Programming algorithm, described

in Chapter 4.2.

Furthermore, by applying Taylor’s theorem to expand the right side of 3.11 and

rearranging the equation, it is possible to obtain the following equation:

∂J∗

∂t
= −min

u(t)

[
h
(
x(t), u(t), t

)
+
∂J∗

∂x

T

f(x(t), u(t), t)

]
(3.12)

The partial differential equation above is known as Hamilton-Jacobi-Bellman

equation and plays a central role in optimal control theory by providing sufficient

conditions for the optimal performance index and determining an optimal control

trajectory [2].

Another approach based on calculus of variations for the unconstrained optimal

control problem 3.8a derives from the work of Pontryagin, who basically extended

the method of Lagrange multipliers to the case of optimal control problems (see [18]

for deeper details). If a costate vector λ is introduced, it is possible to define a

Hamiltonian function H : Rn × Rm × Rn × [t0, tf ]→ R of the form:
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H
(
x(t), u(t), λ(t), t

)
= h(x(t), u(t), t) + λT (t)f(x(t), u(t), t) (3.13)

where the state equation is incorporated to the stage cost as in static optimization an

equality constraint is incorporated into the objective function by means of a Lagrange

multiplier (see Equation 3.3). Pontryagin’s minimum principle requires that, for the

control u∗ to be optimal, the following conditions should be satisfied:

ẋ∗(t) = ∇λH = f(x∗(t), u∗(t), t)

x∗(t0) = x0

λ̇∗(t) = −∇xH = −∇xh(x∗(t), u∗(t), t)−
[
∂f

∂x
(x∗(t), u∗(t), t)

]T
λ∗(t)

λ∗(tf ) = ∇xg(x∗(tf ), tf )

u∗(t) = arg min
u
H
(
x∗(t), u(t), λ∗(t), t

)

(3.14a)

(3.14b)

(3.14c)

(3.14d)

(3.14e)

The equations above provide a set of necessary conditions for an optimum of the

objective function and may be used to solve several optimal control problems [18];

moreover, they also represent an useful benchmark for checking the extremality of

solutions found by numerical methods [4].

3.2.2 Algorithms

Many methods have been developed to solve the optimal control problem 3.8a. For a

simplified problem formulation, where the system is linear (or can be linearized near

an equilibrium point [3]) and the cost is a quadratic form of inputs and states:

ẋ(t) = Ax(t) +Bu(t)

J(u(t)) =
1

2
x(tf )

TQfx(tf ) +
1

2

tf∫

t0

(
x(t)TQx(t) + u(t)TRu(t)

)
dt

(3.15)

(3.16)

many solution based on the theory of linear algebra have been obtained. For an

unconstrained, infinite time horizon problem, Hamilton-Jacobi-Bellman equation may

be used to derive the so-called Linear Quadratic Regulator (LQR) controller (see for

example [2, 25]). In this simple case, a direct solution to the problem is available

in the form of a closed feedback relationship between the input u and the state x of
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the system. The optimal trajectory can be therefore expressed as u∗(t) = −Kx(t),

with K a matrix resulting from the solution of a Riccati equation containing both

the system matrixes A and B, and the weights Qf , Q, R from the objective function.

Furthermore, if linear constraints on states and inputs are presents, linear Model

Predictive Control (MPC) techniques are able to reduce the solution of 3.8a, for a

finite time horizon, to the solution of a Quadratic Programming problem [10, 27].

More detail about MPC will be given is Section 4.3 of the following chapter.

If on the other hand the system or the objective functions are non-linear, numerical

solutions of Problem 3.8a may be attained based on Bellman principle of optimality

and dynamic programming (DP) [7]. In this case the optimal policy is determined

by back induction, proceeding backward in time from the final state and deriving

the optimal trajectory in a piecewise method by successive applications of optimality

principle. More details about the DP approach and the presentation of a discrete DP

algorithm for deterministic problems are postponed to the next chapter, in Section

4.2.

Pontryagin’s minimum principle and conditions for optimality served as the guide-

line for the first numerical methods developed for the solution of the dynamic opti-

mization problem, the so-called indirect methods ; in this case, the optimization algo-

rithms attempts to directly solve the optimal control necessary conditions 3.14 [8]. To

obtain solutions from these necessary conditions, methods based on the special struc-

ture of the conditions themselves may be used, e.g. the so-called gradient methods

(see e.g. [12, 13]). The solution can be alternatively obtained by numerically deriving

the optimal control u∗ from ∂H
∂u

= 0 (Equation 3.14e) using Newton’s method, and

solving the corresponding general boundary value problems (Equations 3.14c, 3.14d)

by means of a multiple shooting method (see [28]) or a collocation method (see [15]).

It is to be noted that, as it is necessary to explicitly derive the adjoint equation 3.14c

and boundary equation 3.14d the user must have a deep insight into the physical and

mathematical nature of the optimization problem. Furthermore, the indirect tech-

nique is rather complex and the introduction of the costate adjoint variable λ reduces

the robustness of the algorithm as the numerical solution for the adjoint equations

can be very ill-conditionated [8].

To overcome the intrinsic difficulties of the indirect method, the modern approach

on numerical solution of the dynamic optimization problem focused on the so-called

direct methods. Following this approaches, the optimal control problem is transformed

into a nonlinear programming one. This can be done with the so-called direct shoot-

ing methods, relying on a parametrization of the control inputs u (e.g. piecewise
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linear, piecewise constant, etc.) and the use of explicit numerical integration meth-

ods to evaluate the evolution of the system, using for example Euler, Runge-Kutta,or

Hermite-Simpson methods (see [24] for an example). With the reformulation of the

optimal control problem as a nonlinear programming (NLP) one, where the decision

parameters are the discrete values of the control input trajectory deriving from the

parametrization, it is possible to apply one of the methods for static optimization pre-

sented in the previous section, such as sequential quadratic programming SQP [5, 8].

The advantage of the direct method approach is that the user does not have to be

concerned with the formulation of the state adjoint equations 3.14c. Moreover, even

if the size of the optimization problem is usually increased when adopting a direct

method, NLP tools can usually exploit the intrinsic sparsity of the direct formulation

to guarantee faster solution than those achievable if exploiting the theoretically more

simple boundary value problem from the indirect formulation.
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[16] M. Dorigo and T. Stützle, “The Ant Colony Optimization Metaheuristic: Algo-

rithms, Applications, and Advances,” in Handbook of Metaheuristics. Boston:

Kluwer Academic Publishers, pp. 250–285. 31

[17] S. E. Dreyfus, Dynamic Programming and the Calculus of Variations. New

York: Academic Press Inc., 1965. 34

[18] H. P. Geering, “Optimal control with engineering applications,” 2007. 34, 35

[19] F. Glover, “Tabu Search - Part I,” ORSA journal on Computing, vol. 2 1, no. 3,

pp. 4–32, 1989. 30

[20] J. H. Holland, “Outline for a Logical Theory of Adaptive Systems,” Journal of

the ACM, vol. 9, no. 3, pp. 297–314, Jul. 1962. 30

[21] J. Kennedy and R. Eberhart, “Particle swarm optimization,” Neural Networks,

1995. Proceedings., IEEE International Conference on, vol. 4, pp. 1942–1948

vol.4, 1995. 31, 41

[22] S. Kirkpatrick, C. D. Gelatt, and M. P. Vecchi, “Optimization by Simulated

Annealing,” Science, vol. 220, no. 4598, pp. 671–680, May 1983. 29

[23] J. R. Koza, Genetic programming: on the programming of computers by means

of natural selection. Cambridge, MA, USA: MIT Press, 1992. 30

[24] D. Kraft, “On Converting Optimal Control Problems into Nonlinear Pro-

gramming Problems,” in Computational Mathematical Programming. Berlin:

Springer Berlin Heidelberg, 1985, pp. 261–280. 37

[25] H. Kwakernaak and R. Silvan, “Linear Optimal Control Systems,” 1972. 35

[26] J. Nocedal and S. J. Wright, Numerical Optimization, 2nd ed. New York, US:

Springer, 1999. 22, 23, 24, 25, 27

39



[27] J. B. Rawlings and D. Q. Mayne, Model Predictive Control: Theory and Design.

Nob Hill Publishing, LLC, 2012. 36, 62, 63, 174

[28] J. Stoer and R. Bulirsch, Introduction to Numerical Analysis, 2nd ed. Springer,

1983. 36

[29] E. G. Talbi, Metaheuristics: From Design to Implementation. New Jersey, US:

John Wiley & Sons, Inc, 2009. 28, 30, 31
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CHAPTER 4

NUMERICAL OPTIMIZATION: SELECTED

TECHNIQUES

In the present chapter a detailed description is given of three different techniques for

numerical optimization which will be largely used in the last chapters of the thesis,

when applied to the solution of energy optimization problems. The first methodology,

Particle Swarm Optimization (PSO), is a metaheuristic technique for the solution

of static optimization problems. The second technique presented is an algorithm

for the Dynamic Programming based numerical solution of a deterministic optimal

control problem. Finally, a technique for constrained optimal control, namely Model

Predictive Control, is introduced and an original algorithm is developed, based on

the implementation of the PSO metaheuristic method, for the solution of nonlinear

control problems.

4.1 Particle Swarm Optimization

The Particle Swarm Optimization algorithm is a metaheuristic population based

method for static optimization first proposed by Kennedy and Eberhart [26]. The

algorithm is inspired by the work of Reynolds [37] who studied the movement of bird

flocks for visual computer simulation. Having observed that the flock appears to be

under central control, he theorized that the unpredictable complex social behavior

of the birds may arise from local processes based on a restricted set of simple rules.

Kennedy and Eberhart developed an algorithm based on the same assumption, where

the evolution of a population representing potential solutions to the optimization

problem is guided by some few simple rules which produces a complex and effective

social behavior. The derived Particle Swarm Optimization (PSO) method is a gra-

dient free stochastic algorithm which closely resembles other algorithms belonging to

the Evolutionary Algorithm class.

Numerous modifications have been proposed since the method was first presented

mainly to improve the rate of convergence of the algorithm, increase the diversity in
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the population and better perform with objective functions presenting multiple local

minima, and deal with the presence of constraints. PSO algorithm has also been

successfully applied to the solution of Multi-Objective Optimization problems [51],

due to its ability (shared with other population based methods) to explore simul-

taneously multiple candidate solutions. Since its development, the PSO algorithm

has been effectively applied to a vast number of different problems; its first and more

fruitful applications involved neural network training, with the algorithm showing sig-

nificantly better performances when compared to Gradient Descent algorithms [39].

Over the course of years, the algorithm spread to different fields, with some of the

first applications outside the neural network training found in the work of Fukuyama

and Yoshida [53], who applied a modified PSO to calculate the correct response to

changes in the load on an electric grid, or Wegley [50] who applied the PSO method

to optimize pump operations in water distribution systems. In the recent years, the

algorithm became a common tool even for solving energy optimization problem (e.g.

the optimal sizing of distributed energy resources in microgrid [32], the optimal design

and management of a cogeneration system with energy storage [43], the management

of a hybrid electric powertrain system [16], etc.). In the following section, the PSO

algorithm will be presented along with its main modifications, introduced to increase

the robustness of the method and to guarantee constraint handling ability.

4.1.1 The basic PSO algorithm

In the PSO algorithm, a population (swarm) of particles represents a set of potential

solution to the static optimization Problem 3.1, here reported for the sake of clarity:

min
x∈X

J(x) subject to

{
hi(x) = 0, i = 1, 2, ...,m

gj(x) ≤ 0, j = 1, 2, ..., n
(4.1)

The optimization parameters x are assigned to the position of a generic particle i

of the swarm. The movement of the particles inside the search space is then guided

by the algorithm which updates each particle position and velocity based on the

following equation, inspired by the perceived swarm behaviour:

vij+1 =wvij + r1c1(pibest − xij) + r2c2(gbest − xij)
xij+1 =xij + vij+1, ∀i ∈ S, j = 1, 2, ...

(4.2a)

(4.2b)

where

S represents the s particles swarm (S = {1, 2, 3, ..., s});
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v is the particle velocity;

x is the particle position;

w is an inertia weight;

pbest is the particle personal best position;

gbest is the swarm global best position;

c1 is the so called cognitive parameter;

c2 is the so called social parameter;

r1, r2 are stochastic factors in the range [0, 1];

i is the particle number;

j is the iteration number of the algorithm.

The first of the two update equations (4.2a) is the core of the PSO algorithm; it

describes how the evolution of a particle trajectory is affected by its movement and

the information coming from the rest of the swarm. It is composed of three different

terms, namely:

1. an inertia term vij, accounting for each particle propensity to follow its previous

trajectory. This term is responsible for the tendency of continuing to explore

the search space, preventing a premature convergence of the algorithm.

2. a personal cognitive parameter pibest, which serves as a “nostalgia” factor, at-

tracting each particles towards the position where it performed best.

3. a social cognitive parameter gbest, which links all the particles together, attract-

ing all the particles towards the global best position experienced by the swarm

in its entirety.

At each step of the algorithm, the positions of the particles are updated based on

Equation 4.2b and, after evaluating to cost function J(xi) associated to each particle,

every individual best position pibest is eventually updated together with the global

swarm best position gbest. The velocities can at this point be updated again and

the algorithm progresses with the particles hopefully converging towards the global

optimal solution of Problem 4.1. Figure 4.1 depicts a graphical illustration of the

position and velocity update procedure for a set of particles moving in a 3-D search

space.

The values of the resulting velocity updates vij+1 are usually clamped inside a

range [−vmax, vmax] to prevent the particles from straining out of the search space. If

bounds of the type [xmin, xmax] are present, the value of vmax is usually set equal to

vmax = k · 0.5(xmax − xmin), with 0.1 ≤ k ≤ 1.0.
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Figure 4.1: Illustration of position and velocity update for particles {i, j, k} ∈ M at
j-th algorithm iteration

The coordinates of each particle are randomly initialized at the start of the al-

gorithm inside the search space. As many of the pseudo-random generators avail-

able lead to low-order correlations when used to generate random vectors, the initial

positions can be distributed uniformly through the search space using sub-random

sequences like Sobols sequence or a Latin hypercube distribution [10].

The PSO algorithm retains many of the peculiar characteristics of Evolutionary

Algorithm: it relies on a population of individuals representing potential solutions to

the optimization problem, and it uses the information of each generation of the algo-

rithm to guide the evolution of the upcoming generation (offspring). While however

the velocity update equation may resemble the arithmetic crossover operator found

in Genetic Algorithms or a mutation operator whose strength relies on the distance

from the “parents”, a better way to understand the PSO algorithm is to portray it

as a process of adaptation rather than a replacing process (death and birth) as it

happens in Genetic Algorithms [27]. This feature represents the great difference that

subsist between PSO (and other Swarm Methods) and Evolutionary Algorithms, with

the first retaining information about position and velocity between each generation,

contrary to the seconds which only keep track of position.

4.1.2 PSO algorithm improvements

Many improvements have been proposed to enhance the performances of the basic

PSO algorithm. The first techniques focused on improving the rate of convergence

of the algorithm, and usually involved changes in the terms of the velocity update
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Equation 4.2a, without modifying the structure of the algorithm. One of the first

approaches focused on the introduction and calibration of the inertia weight factor w

with the work of Shi and Eberhart [41] who concluded that the best results leading

to fast convergence were achieved with 0.8 ≤ w ≤ 1.2. Lower values would prevent

the swarm to stray out from its initial space search, while higher coefficients, even if

allowing the exploration of wider areas, prevented a fast convergence of the algorithm.

Another study focused on the determination of an optimal inertia weight coefficient

was performed by Shi and Eberhart [42] who focused on a variable inertia weight and

found a significant improvement in the performances with a weight linearly decreasing

from 0.9 to 0.4 during the first 1500 simulations. Clerc [17] investigated the intro-

duction of a constriction factor to ensure convergence. He proposed the modification

of the velocity upgrade equation as follows:

vij+1 = χ

(
vij + r1c1(pibest − xij) + r2c2(gbest − xij)

)
(4.3)

where

χ =
2∣∣∣2− φ−
√
φ2 − 4φ

∣∣∣
(4.4)

and φ = c1 + c2, φ > 4. With Clerc formulation, the introduction of the constriction

factor χ avoids the definition of velocity clamping terms [−vmax, vmax]. The author

performed tests over a wide range of functions and proved the effectiveness of the

proposed modification. Angeline [5] on the other hand introduced some concept of

selection from the Evolutionary Algorithms with the purpose of increasing the focus

of the algorithm over specific region of the search space that delivered promising

solutions in the recent past. However, the solution gave contradictory results based

on the test function adopted. This was related to the fact that, while the selection

procedure improves the local search abilities of the PSO, it also hampers its global

search effectiveness, forcing the swarm towards the first discovered local minima.

To address the problem of multiple local minima, many improvements have also

been proposed. These approaches usually relies on the usage of a local best lbest social

cognitive parameter, which reduces the iteration between a particle and the rest of

the swarm. As an example, Suganthan [44] proposed a spatial location based method

where at each iteration the distance of each particle from every other one is evaluated.

Given the maximum distance dkmax between two particles at the k-th iteration. The

evaluation of the ratio dki,l = ||xki−xkl ||/dkmax is first performed, corresponding to the

adimensional distance of a generic particle i from another particle j. Then a threshold,

named frack, is defined and evaluated as follows:
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frack =
3 k + 0.6 kmax

kmax
(4.5)

with k the current iteration number and kmax the maximum iteration number allowed.

With the above parameters, Suganthan suggested to define the set N k
i of neighbours

of the particle i as:

N k
i = {xl}

∣∣ dki,l < frack, l ∈M (4.6)

With these assumptions, the term gbest is replaced in velocity update Equation 4.2a

by the term libest defined as:

libest = xm ∈ N k
i

∣∣ J(xm) = min{f(xl)}, ∀xl ∈ N k
i (4.7)

The ratio proposed by Suganthan gradually increases over the number of iter-

ations, until, as it reaches 1, the local set N k
i will coincide with the whole swarm

and libest will equal gbest. The adoption of local social parameters reduces premature

convergence of the algorithm and maintains multiple attractors.

Constraint Handling As many other nature-inspired stochastic optimization

methods, the PSO algorithm is formulated as an unconstrained optimizer. One of the

consequences is that the basic PSO formulation does not have any built-in method

that restricts the movement of the particles within the search space. To deal with

this issue, repair algorithms are usually the most adopted technique as they can

be easily adjusted to the PSO problem formulation. The repair method approach

is based on the idea to map each infeasible particle x ∈ S back to a feasible one

z ∈ F (with S,F the set of infeasible and feasible solutions) by means of a repair

function frepair : S → F . The repair approach is particularly suitable to deal with

box constraints of the form F = [lb1, ub1] × [lb2, ub2] × · · · × [lbn, ubn], a condition

rather common in PSO formulation. Figure 4.2 depicts a series of repair methods for

handling particles violating the position constraints and mapping them back inside

the feasible region, as illustrated in [24].
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2.3 PSO for Constrained Problems
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Figure 2.7: Various position handling strategies utilized in particle swarm optimiza-
tion, illustrated for two-dimensional search spaces S . Figures (a)–(e) show repair
strategies whereas Figure (f) depicts a special representation of the problem: Infeasi-
ble particle positions evaluate to +∞ for minimization problems.

with a bound resetting method such as Nearest in order to pull particles back
into the search space. Typical values for z are z = 0, which is equivalent to
the Zero strategy, z = 0.5 [Cle06a], and z = 1 [CPL04, MK05]. Alternatively,
z may be drawn at random according to a specified probability distribution,
independently for each component [Cle06a].

Special Representations

Instead of utilizing repair strategies, infeasible particle positions can be accepted if
the objective function is modified appropriately. Often, the objective function value
is set to infinity for all�x /∈ S [Men04, BK07, Ken07, Eng05, RRS04]. This method is
equivalent to not evaluate infeasible particles and equivalent to prevent that a parti-
cle’s private guide is updated to an infeasible solution. Using the previously presented
categories for constraint handling techniques, this approach can be seen as a special
representation of the problem. For minimization problems, the objective function is
modified to:

fnew(�x) =

{
f (�x) if�x ∈ S
+∞ otherwise

This strategy, which will be denoted as Infinity henceforth, is recommended by Ken-
nedy, one of the inventors of the PSO algorithm, due to the following reasons [BK07,
Ken07]: It is straightforward, easy to apply, and the trajectories of the particles are
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Figure 4.2: Various position handling strategies for PSO [24]

� Nearest (a): The infeasible particle is mapped back to the nearest boundary;

� Shrink (b): The particle is set to the intersection point of xij+1 − xij with the

boundary;

� Random (c): Each infeasible particle is mapped back to a random position

inside the feasible space;

� Reflect (d): The infeasible particle is reflected by the boundary;

� Intermediate (f): If the particle xij+1 is infeasible, it is set back to an interme-

diate value between xij and the boundary;

� Infinity (g): The particle is allowed to stray out the feasible region but an

infinite objective function is associated to all the unfeasible positions.

Other repair algorithms approaches do not try to restrict the movement of particles

inside the boundary but focuses on techniques that will help to steer the particles

back to the feasible domain. Robinson et al. [38] proposed for example three different

approaches to deal with particles which escaped the boundaries:

1. Absorbing walls: The velocity of a particle escaping the feasible space is zeroed,

as if the crossing of the boundary absorbs the particle energy;

2. Reflecting walls: The velocity of a particle escaping the feasible space is reversed

and the particle is pushed back inside the feasible region;
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3. Invisible walls: Particles are allowed to escape the feasible space but their fitness

is not evaluated.

The three methods are observed to produce similar results, but the Invisible walls

method has the additional advantage of reducing computation time as fitness evalu-

ation is usually the most time consuming phase of the algorithm.

Other type of constraints (different from the simple box constraints) are dealt

with following some of the well known methods for constrained optimization. A large

literature of constraint handling techniques, developed for Evolutionary and Swarm

Intelligence Algorithms, may be found in [30]; some of the most common and simple

techniques are presented here. One of the oldest and most popular method relies on

the introduction of a penalty function of the form:

p(x) =
m∑

i=1

ri · |gi(x)|+
p∑

j=1

cj · |hj(x)| (4.8)

where gi and hj are respectively the equality and inequality constraints, and ri, cj

are positive constants named “penalty factors”. The penalty function is added to

the original objective function J(x) and the constrained problem is transformed into

an unconstrained one. Interior and exterior penalty functions are commonly used

in mathematical programming, with the first causing the penalty function to move

towards infinity as the point moves towards the boundary, and the second reduc-

ing the penalty as the particle approaches the feasibility region from outside. Only

external penalty functions are used in stochastic algorithms due to the reasonable

assumption that the first generation of the algorithm may only contain infeasible

solutions. Although their implementation is quite simple, the tuning of the penalty

parameters is highly problem dependent and the adoption of alternative methods is

usually preferred.

A method closely resembling the penalty function idea relies on the separation of

the objective and constraints into a case function of the form:

J ′(x) =





J(x) if feasible

k

(
1 +

m∑
i=1

ri · |gi(x)|+
p∑
j=1

cj · |hj(x)|
)

otherwise
(4.9)

with k tuned so that a feasible solution will always have a better fitness value if

compared to an infeasible solution, and the fitness value of an infeasible solution is

based only on the accumulated constraints violation. This method, even if in the basic

formulation has been found to generate an important diversity loss, still provides the
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basis of many more advanced methods for constraint handling in population based

stochastic algorithms [30].

Many constraint handling approaches have also been tailored specifically to the

PSO formulation; for example Sedlaczek and Eberhard [40] proposed an Augmented

Lagrange Particle Swarm Optimization (ALPSO) based on the Lagrange multipliers

approach to constrained optimization, while Vandeerplaats [47] suggested to ignore

the inertia term in the velocity update equation for infeasible particles, to more

quickly steer the particle back to the feasible region.

4.2 Dynamic Programming

The Dynamic Programming (DP) algorithm is a very powerful numerical method

for dealing with optimal control problems (see Chapter 3.2). The term “Dynamic

Programming” originates from R. Bellman who described the process he developed for

solving problems in a recursive form, by nesting smaller decision problems inside larger

ones. The concept of DP was firstly formulated between 1948 and 1952, as an attempt

of solving real world application of game theory inside the RAND Corporation (e.g.

the determination of optimal use for guided missiles against enemy targets [7]). While

such problems may be easily formulated as typical multistage decision processes,

the techniques available at the time (mainly based on classic calculus of variations)

could not be applied easily, and the numerical alternatives were computationally

prohibitive. With the introduction of the principle of optimality, Bellman discovered

a technique able to effectively circumvent the dimensional explosion for multistage

process optimization. This approach is based on the observation that, citing Bellman,

“An optimal policy has the property that whatever the initial state and initial decision

are, the remaining decisions must constitute an optimal policy with regard to the state

resulting from the first decision”. Thanks to this property it is possible to formulate a

recursive method for the solution of multistage problems which significantly decreases

the amount of sub-problems to be solved in an iterative formulation. Shortly after its

development, the DP algorithm was successfully applied to optimal control theory,

by representing the control process as a multistage process and thus overcoming the

limitations of calculus of variations. A mathematical representation of Bellman’s

optimality principle is depicted in Chapter 3.2 with Equation 3.11.

Ideally, the Dynamic Programming method would guarantee global optimality of

the solution, regardless of the type of problem addressed [19]. However, if stochastic

phenomena are present, the algorithm can only provide a solution based on the ex-

pectation of the evolution of the system. In this case, only sub-optimal controllers
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may be developed, whose efficacy depends on the ability of correctly representing

the effect of random influences. A rather useful application of the DP algorithm in

these circumstances consists in its application to solve the corresponding determin-

istic problem, based on the non-physical assumption that all the future disturbances

are known. Even if this procedure returns a non-causal controller (i.e. a controller

which actions are based on the knowledge of future events), it provides a benchmark

to which all the causal sub-optimal controllers may be compared to, and it indicates

the best performances that the system could potentially achieve. The knowledge of

the non-causal optimal control policy may also be exploited to develop rule-based

algorithms, by properly analyzing the actions taken by the controller with respect to

the evolution of the random variables (see for example [33], where the authors derive

a real-time strategy for the optimization of a HEV, based on the results from the

deterministic DP solution of the problem).

Today the Dynamic Programming algorithm is widely used in numerical multi-

stage optimization processes. Many examples may be found in the field energy man-

agement, e.g. with the optimal control of hybrid vehicles [6, 34], the optimization of

CHCP systems operation strategy [21], the scheduling of residential energy [52], etc.

The following section presents the mathematical formalization of the basic DP

problem for a generic optimal control problem. An algorithm for the numerical im-

plementation of the DP methodology, developed by the ETH, is presented. The

algorithm relies on a discretization of the state space of the system and is based on

a deterministic formulation of the optimal control problem. The discretization pro-

cedure gives rise to many numerical problems, related to both algorithm accuracy

and computational time. Some modifications for increasing the accuracy of the basic

algorithm are therefore illustrated along with other modifications which attempt to

reduce the computational effort by sacrificing either global optimality or flexibility.

4.2.1 The basic DP problem

The Dynamic Programming (DP) paradigm may be used to address the solution of

the optimal control problem:

min
u(t)

J(x0, u(t)) (4.10a)
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s.t. ẋ(t) = f(x(t), u(t), w(t), t)

x(0) = x0

x(tf ) ∈ [xf,min, xf,max]

x(t) ∈ X(t) ⊂ Rn

u(t) ∈ U(t) ⊂ Rm

(4.10b)

(4.10c)

(4.10d)

(4.10e)

(4.10f)

with an objective function of the form:

J(x0, u(t)) = G(x(tf )) +

tf∫

0

H(x(t), u(t), t)dt (4.11)

The problem has a fixed final time and a partially constrained final state. Fur-

thermore, the problem is characterized by time-variant input and state constraints.

A first step to implement Bellman’s DP algorithm [12] requires that the continuous

time model 4.10b is discretized with a sample time T = tf/N:

xk+1 = fk(xk, uk, wk), k = 0, 1, ..., N − 1 (4.12)

where

k is the discrete time index;

xk is the state of the system, a vector of the space Xk ;

uk is the decision variable to be selected at time k, a vector of the space Uk;

wk is a random variable representing external disturbances;

N is the horizon of the optimization, i.e. the number of time samples.

With the control uk constrained to a subset Uk(xk) ⊂ Uk, depending on current

state xk, it is possible to define the class of admissible control laws (policies) π =

{µ0, µ1, ..., µN−1}, with µk mapping state xk into controls uk = µk(xk) such that

µk(xk) ∈ Uk(xk), ∀xk ∈ Xk. Because of the presence of the random variable wk,

the cost function J cannot be meaningfully expressed, so the general optimization

problem is formulated based on the expected cost, given the initial state x0 and the

admissible policy π, defined as:

Jπ(x0) = E

{
gN(xN) +

N−1∑

k=1

gk(xk, µk(xk), wk)

}
(4.13)

where E symbolize the expectation operator with respect to the joint distribution
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of the random variables involved. The solution of the optimal control Problem 4.10

requires the evaluation of the optimal policy π∗ that minimize the cost:

π∗ = argmin
π∈Π

Jπ(x0) (4.14)

with Π the set of admissible policies. The Dynamic Programming solution of Problem

4.10 exploits Bellman principle of optimality 3.11 [8] which may be reassumed into

the intuitive assertion that, if a policy π∗ = {µ∗0, µ∗1, ..., µ∗N−1} is optimal in the sense

of Equation 4.14, then the truncated policy {µ∗i , µ∗i+1, ..., µ
∗
N−1} is optimal for the

“tail” subproblem of minimizing Jπ(xi). This implies that an optimal control policy

may be constructed in a piecemeal fashion, starting from solving subproblem 4.10

for xi = xN−1 and proceeding sequentially backwards in time extending the “tail”

subproblem to the previous step until the initial condition x0 is reached. Ideally, if an

analytical solution of the “tail” subproblem can be found, the DP algorithm would

provide a close-form expression for the cost Jk or the optimal policy π∗; this is the

case for example of LQR or linear MPC controllers. Unfortunately, in many cases it is

not possible to obtain an analytical solution and numerical methods must be applied.

Even if in these cases the application of the DP algorithm is quite time-consuming,

it still can be used as the basis for more practical sub-optimal approaches.

4.2.2 Deterministic DP algorithm

An algorithm providing a numerical solution to the deterministic formulation of Prob-

lem 4.10 has been developed by Sundström and Guzzella [46]; in this case the trajec-

tory w(t) of the future external disturbances is assumed to be perfectly known. This

solution is obviously not causal but it provides an useful benchmark against which a

causal controller can be compared. The basic formulation of the algorithm is based

on the following formulation of the discretized cost:

Jπ(x0) =gN(xN) + φN(xN)+

+
N−1∑

k=0

hk(xk, µk(xk), wk) + φk(xk) (4.15)

where gN and hk are respectively the final and stage costs, while φ is a penalty

function added to enforce state constraints. As the solution of the DP problem

requires the knowledge of the optimal trajectory for every xk in the state space,

to proceed with the mathematical implementation of the algorithm, for continuous

problems (x ∈ X ⊂ Rn), the state space is spatially discretized. The notation xik
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indicates the state variable x at the node of time-index k and space-index i. The DP

solution of the problem is obtained by evaluating backward in time the optimal “cost-

to-go” function Jk(xi) (related to the tail subproblem) and its associated optimal

control policy πik based on the following algorithm:

1. For the final step N , the cost-to-go function is:

JN(xi) = gN(xi) + φN(xi) (4.16)

2. For the intermediate step k, the cost-to-go function is:

Jk(xi) = min
uk∈Uk

{hk(xi, uk, wk) + φk(x
i) + ...

+ Jk+1(Fk(x
i, uk, wk))} (4.17)

As the updated state Fk(x
i, uk, wk) is continuous in the state space while Jk+1 is

known only at the grid points xi, the term Jk+1(Fk) is interpolated; usually a linear

interpolation is adopted, as the computational cost of the operation is negligible if

compared to the cost of the function evaluation. The algorithm estimates an optimal

map, assigning to each point xik an optimal sub-tail trajectory πik. When applying

this map to the forward simulation of the problem, an additional interpolation of

the control signal is performed, as the actual state will not coincide with a point in

the grid. Sundström and Guzzella [46] applied the developed DP algorithm to the

solution of the well-known Lotka-Volterra fishery problem and to an hybrid-electric

vehicle application, with the task of minimizing the total fuel mass consumption

by properly controlling a torque split factor u, obtaining good performances of the

algorithm in both cases.

4.2.3 DP modifications for accuracy increase and reduced computational

cost

The Dynamic Programming algorithm developed by Sundström and Guzzella relies on

the discretization of the state space to obtain a solution in the case that an analytical

one cannot be assigned continuously to each state xk ∈ Xk ⊂ Rn. This discretization

obviously comports a reduction in the algorithm accuracy which can be avoided only

by selecting a densely gridded space map; on the other hand, the number of function

evaluation and the computation time increase significantly with the increase of the
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grid resolution. The number of function evaluation for the basic DP algorithm is

equal to:

NDP
feval =

n∏

i=1

Nx,i ·
m∏

j=1

Nu,j ·N (4.18)

where n is the number of states, Nx,i is the number of grid points for the generic

state xi, m is the number of inputs, Nu,j is the number of grid points for the generic

input uj, and N is the number of samples. This highlights what is probably one

of the greatest difficulties associated with the implementation of the DP algorithm,

the so-called “curse of dimensionality”. As the number of states increases, in fact,

not only the computational time but also the amount of memory required to store

the “sub-tail” solutions will rapidly increase, limiting the possibilities of successfully

implementing the procedure.

Many techniques have been proposed to deal with the curse of dimensionality.

A great amount is based on the introduction of approximated function structures

for the evaluation of the cost function, generating the family of so-called Adaptive

Dynamic Programming (A-DP) algorithms; an extensive review of these methods

can be found in [48]. As an example of an A-DP application, Bertsekas and Tsitsiklis

[11] developed the core for a neuro-dynamic programming methodology, based on a

stochastic approximation methods for the evaluation of the cost function relying on

neural network architectures. Other authors proposed modifications of the gridding

procedure, as Luus [28] for example, who developed a method, called Iterative DP, to

dynamically change the grid size based on the information gained about the candidate

best trajectories.

While these methods efficiently tackle the curse of dimensionality, they sacrifice

either the global optimality property of the algorithm or its flexibility. A much simpler

way to address the problem of computational cost is that of reducing the number of

grid points for state discretization. Even if this solution may appear trivial, it has the

advantage of maintaining the most important property of the basic DP formulation,

i.e. the guarantee of global optimality of the solution. Some proper countermeasures

to preserve the accuracy of the algorithm must however be taken.

DP accuracy improvement techniques As Sundström and al. observed [45], in

real life problem, due to the presence of final state constraints in the formulation of

the problem, the optimal state trajectory will generally be located at the boundary

between feasible and unfeasible regions. When a more sparse state-space gridding is
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adopted, the greatest accuracy loss derives from the interpolation of the “cost-to-go”

function for points which are near this boundary.

If, as in the basic DP formulation, an infinite cost φk(x
i /∈ Xk)→∞ is assigned to

infeasible points, it may occur that the infeasibility penalization would extend even to

points which are actually located inside the feasible region, with the practical effect of

enlarging the extension of the estimated unfeasible subspace. To better understand

this concept, it is possible to refer to Figure 4.3.

Figure 4.3: Cost-to-go interpolation near boundary line [45]

Let Ωi
k define the set of reachable states from point xi at time step k over one

step:

Ωi
k = {x | x = Fk(x

i, uk, wk) ∀uk ∈ Uk} (4.19)

Then, focusing on point xik+1 ∈ Xk+1, it is possible to see that the entire set Ωi
k+1

of reachable states lies between the feasible grid point xi+1
k+2 and the infeasible point

xik+2 (with has an associated infinite cost-to-go Jk+2(xi) → ∞ due to the presence

of the infinite penalty factor φk+2(xi)). Even if the cost associated to xi+1
k+2 is finite

and part of the reachable set Ωi
k+1 is feasible, the cost-to-go Jk+1(xi) associated to

xik+1 is infinite as it is based on the interpolation between a finite and an infinite

cost-to-go. This first interpolation error produces even more serious accuracy losses

as the algorithm progresses. When evaluating the cost-to-go function from point

xik in fact, even if a portion of Ωi
k lies entirely between two feasible solutions, xik+1
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and xi+1
k+1 (with associated null penalty terms φk(x

i+1
k+1) = φk(x

i
k+1) = 0), an infinite

cost is nevertheless assigned to the trajectories starting from state state xik, due

to the erroneous infinite cost Jk+1(xi) associated to the tail sub-problem from xik+1

evaluated in the previous iteration. If the analytic solution to the problem implies that

the optimal state trajectory must pass close or even overlap the boundary between

the feasible and unfeasible region, the infinite penalty factor approach would greatly

affect the accuracy of the solution provided by the DP algorithm.

One of the first solution proposed was that of applying a great but finite penalty

to the unfeasible states; the choice of a good penalty factor would however introduce

a problem-dependent calibration parameter, thus weakening the flexibility of the al-

gorithm. On the other hand, if the exact boundary line between backward reachable

and unreachable states is properly evaluated, this additional knowledge may be used

to effectively increase the interpolation accuracy. Sundström et al. [45] followed this

approach when proposing a modification of the algorithm, called the boundary line

method.

Boundary line DP The algorithm applies only to one-dimensional problems

and is composed of two stages:

1. Computation of the boundary line: the boundary lines between feasible and un-

feasible state points are evaluated before running the DP algorithm. Because

the problem is one dimensional, only two boundary lines (lower and upper) are

present. If xfmin
is the minimal final state, the lower boundary line is evaluated

by solving backward in time the following problem:

min
xk,low,uk

xk,low

s.t. xk+1,low = Fk(xk,low, uk, wk)

uk ∈ Uk
xk,low ∈ Xk

with xN,low = xfmin
. The cost-to-go Jk,low and the minimizer uk,low are also

stored. It is to be noted that in this case, the lower boundary line is continuous

in the state variable and only discretized in time. The same procedure is applied

to evaluate the upper boundary line;

2. Interpolation near the boundary line: if during the DP algorithm the set Ωi
k

contains the boundary line, the interpolation is performed between the exact

boundary line point and the nearest feasible state.
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The authors tested the method on the Lotka-Volterra fishery problem and the

hybrid-electric vehicle application and found that it improved the efficiency of the

algorithm by providing the same accuracy of the basic DP algorithm even if a much

smaller state-space resolution was adopted, with the computational cost reduced by

13 times.

Level-set DP Elbert et al. [19] ulteriorly adapted the DP algorithm to comply

with final state constraint for n-dimensional problems. One of the main problems in

dealing with backward reachability for n ≥ 2 is that the backward reachable space

might generally be non-convex, even if the terminal target set is convex (see Figure

4.4).
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Fig. 1. Backward-reachable space for a system with only one dynamic state
variable. The final state constraint is given by the set T .

The system has n state variables and m inputs. The state
variables are assumed to be continuous variables1 and the
control inputs can be either continuous or discrete. The
underlying dynamic system can be either a continuous-time
or a discrete-time system. The optimal control problem is
summarized as follows: find an admissible control sequence
uk , k = 0, 1, . . . , N such that the cost functional (1) is
minimized and the constraints (2)–(6) are satisfied

min
uk∈Uk

{
gN (xN ) +

N−1∑
0

gk(xk, uk)

}
(1)

xk+1 = fk(xk, uk) (2)

xk ∈ Xk ⊆ Rn (3)

x0 = xIC (4)

xN ∈ T ⊆ Rn (5)

uk ∈ Uk ⊆ Rm (6)

for all k = 0, 1, . . . , N.

The function gN (x) is the final cost term and gk(x, u) is the
stage cost, i.e., the cost of applying the control signal u at
discrete time k to the dynamic system given by (2). Note that
gk and fk are allowed to be time-variant, hence the index
k. The state variables are constrained to the time-variant set
Xk . The initial condition is given by xIC, and the final value
is partially constrained by the target set T . Additionally, the
input signals are constrained by the time-variant set Uk .

Since DP is discrete in nature, the time, the state space,
and the control space need to be discretized. Therefore, the
functions fk and gk are discrete-time representations of the
dynamic system and the stage-cost function. At time k, the
state space is discretized to the set Xk = {x1

k , x2
k , . . . , xq

k }.
The superscript i in xi

k denotes the state variable in the
discretized state–time space at the node with time index k and
state index i . The continuous state vector is denoted by xk .
Analogously, the control space is represented by the discrete

1In fact, our method can also handle problems where some or all state
variables are discrete. However, the benefits of the proposed method are
apparent only when the optimal control problem contains at least one
continuous state variable.
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Fig. 2. (a) Backward-reachable space for a system with two dynamic state
variables. (b) Note that in this example, the backward-reachable space at time
k = n is a nonconvex set.

set Uk = {u1
k, u2

k, . . . , ur
k}. Note that the control inputs can be

either discrete or continuous. In the latter case, Uk is a discrete
approximation of the true control space.

Typically, the final state constraint defined by (5) cannot
be met starting from every point in the search space. The
evolution of the backward-reachable space and its boundary
is depicted in Figs. 1 and 2 for typical 1- and 2-D problems.
In a 1-D problem, the exact calculation of the backward-
reachable space does not present any problem with the use
of model inversion techniques, as was done in [3] and [12]. In
contrast to that, the numerical representation of the backward-
reachable space of higher dimensional problems is very
difficult. Note that, even if the target set T is chosen to be a
convex set, the backward-reachable space at any time k �= N
might be nonconvex, e.g., at time k = n in Fig. 2.

III. BASIC DP

DP evaluates the optimal cost-to-go function Jk(xi ) at
every node in the discretized time-state space by proceeding
backwards in time.

1) Initialization of cost-to-go function

JN (xi ) =
{

gN (xi ), for xi ∈ T

∞, else.
(7)
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approximation of the true control space.

Typically, the final state constraint defined by (5) cannot
be met starting from every point in the search space. The
evolution of the backward-reachable space and its boundary
is depicted in Figs. 1 and 2 for typical 1- and 2-D problems.
In a 1-D problem, the exact calculation of the backward-
reachable space does not present any problem with the use
of model inversion techniques, as was done in [3] and [12]. In
contrast to that, the numerical representation of the backward-
reachable space of higher dimensional problems is very
difficult. Note that, even if the target set T is chosen to be a
convex set, the backward-reachable space at any time k �= N
might be nonconvex, e.g., at time k = n in Fig. 2.

III. BASIC DP

DP evaluates the optimal cost-to-go function Jk(xi ) at
every node in the discretized time-state space by proceeding
backwards in time.

1) Initialization of cost-to-go function

JN (xi ) =
{

gN (xi ), for xi ∈ T

∞, else.
(7)

Figure 4.4: Backward reachable state for a generic two states system [19]

To tackle the problem of representing the boundary of the backward-reachable

subspace Xk, the authors introduce a level-set function I : X ⊂ Rn → R such as that

Xk = {x ∈ X | I(x) ≤ 0}; this function assumes a negative value for feasible states

and a positive value for unfeasible one (see Figure 4.5).

The use of a level-set function allows for an easy representation of the non-convex

regions and can be applied to a system with any number of states. While the evalua-

tion of I(x) is performed only for the nodes of the discretized state-space, feasibility

of points outside the grid can be easily evaluated through interpolation. If the level-

set function IN(x) is defined based on the target set XN such as that IN(xi) is equal
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time

k + 1

k

x1

x2

xp

fk(x
p, u)

true backward
reachable space

infinite cost

apparent
backward
reachable
space

Fig. 3. Illustration of the numerical problems of the basic DP algorithm for
a system with two dynamic state variables. If infinite cost values are used,
together with interpolation the backward-reachable space will appear smaller
than it actually is.

2) Backward iteration for k = N − 1 to 0, ∀xi ∈ Xk

Jk(xi ) = min
uk∈Uk

{
gk(xi , uk) + Jk+1( fk(xi , uk))

}
. (8)

The optimal control signal at each node is given by the
argument minimizing the right-hand side of (8), yielding the
optimal control policy π = {µ0(x), µ1(x), . . . , µN−1(x)}.

Grid points that are not backward-reachable are, of course,
infinitely expensive and therefore should have infinite cost, as
in (7). However, this causes numerical problems. Consider the
scenario depicted in Fig. 3. The cost-to-go Jk+1(x) is known
for all grid points xi at time k +1. In order to evaluate the cost
to go at point x p at time k, the algorithm simulates the system
over one time step by applying all possible control candidates.
Thereby, the system is driven into the points fk(x p, u) with
u ∈ Uk . Since these points do not generally coincide with the
grid, interpolation is used to find the values of the cost-to-go at
the points Jk+1( fk(x p, u)). In this brief, we use multilinear
interpolation. In the example shown in Fig. 3, interpolation
will always rely on at least one grid point where the cost-
to-go has an infinite value. Therefore, the backward-reachable
space will appear smaller than it actually is and the cost-to-go
at Jk(x p) will be set to infinity, even though x p is perfectly
backward-reachable. When these effects continue during the
DP iteration, the calculated backward-reachable space will be
underestimated.

A first remedy to this problem is to choose a large but finite
cost instead of an infinite value in (7). However, this technique
results in a steep gradient in the cost-to-go function which
distorts the found solution. This procedure will be referred
to as “basic DP.” Other techniques would be to increase the
density of the grid toward the end of the problem, either
by increasing the number of grid points (increase q , as k
approaches N), or decreasing the size of the search space. We
will show in our case study that these methods fail to produce
useful results. This is mainly because the backward-reachable
space is not known before initializing the algorithm.

x1 [−]
x2 [−]

I(
x
)[
−
]

0

Fig. 4. Example of a level-set function I(x) which represents the feasible
region from the lower part of Fig. 2 (thick line).

IV. FINDING THE BACKWARD-REACHABLE SPACE

As a prerequisite for understanding the improved DP algo-
rithm, which will be introduced in the next section, we will
first briefly review how level-set functions can be used to cal-
culate the backward-reachable space. This idea was developed
by the authors of [4]–[6].

Generally, in an n-dimensional state space, it is not clear
how the boundaries of the backward-reachable space evolve.
Furthermore, at any time k, this space is not necessarily convex
(see Fig. 2). Therefore, an exact numerical description is
difficult. However, the feasible region at each time k can be
conveniently estimated by an implicit surface function or level-
set function, which is calculated by a DP algorithm.

The main idea is as follows. Let I be a function that acts
on Rn

I : X ⊆ Rn → R. (9)

Such a function can be used to represent a region G that is
defined as follows:

G = {x ∈ X |I(x) ≤ 0}. (10)

Fig. 4 illustrates how a level-set function I(x) can be
used to represent the backward-reachable space shown in
Fig. 2. The advantages of such a representation are as follows.
First, a Cartesian grid can be used for the evaluation of the
function I(x). Together with (10), it is numerically easy (by
interpolation) to evaluate whether a point x is backward-
reachable or not. Second, such a function can represent regions
of any shape (even nonconvex). Furthermore, the description
is general and can be applied to systems with any number of
state variables and control inputs. A drawback of this method
is that the boundary of the backward-reachable space is not
represented exactly, but rather approximated by the level-
set function. The error of this approximation decreases with
increasing grid density.

Figure 4.5: Example of a level set function I(x), with x feasible if in the lower
region [19]

to the distance of the generic grid point xi from the boundary (positive if outside

and negative if inside), the backward progression of the level-set function may be

estimated with the DP algorithm for k = N − 1 to 0:

Ik(xi) = min
uk∈Uk

{
Ik+1(Fk(x

i, uk, wk))

}
(4.21)

With this procedure, it is possible to define the set of feasible control signals

UF
k (xi) =

{
uk ∈ Uk | Ik+1

(
Fk(x

i, uk, wk)
)
≤ 0

}
which leads the evolution of the

system from a generic point xik to a feasible updated state subspace. The evaluation

of the original “cost-to-go” function Jk(xi), Equation 4.17, is performed only based

on the feasible set UF
k (xi) rather than on the entire set Uk. If the feasible set is

empty, i.e. UF
k (xi) = ∅, the optimal trajectory is that which minimizes the level-

set function. The algorithm was effectively implemented and the tests performed

by the authors over a simple 2-D optimal control problem showed that the level-set

DP algorithm performs consistently better when compared to the basic formulation.

With the increase in the number of states, the benefits deriving from an effective

evaluation of the exact boundary are even more evident, with the level-set algorithm

achieving the same accuracy performance of the basic DP formulation while using a

grid of points 334 times smaller.

4.3 Model Predictive Control

Model Predictive Control is a dynamic optimization strategy that seeks to exploit the

knowledge of the process, coming from a suitable developed plant model, to predict
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the future evolution of the system and optimize the control signal accordingly. The

method was first introduced during the 1980s to improve the control performance

for oil and chemical industrial processes, in an attempt to tackle the multivariable

constrained formulation of the problem typical of those applications. The method has

spread since then to various different industrial applications thanks to its flexibility

and robustness (see [31] for a short historical review of the method). In the present

section, a short literature review on Model Predictive Control is presented, with

some brief consideration about the implementation of the algorithm for both the

linear and nonlinear cases and the introduction of the so-called “economic MPC”

problem formulation. In the second part of the section, an original method for the

solution of the economic nonlinear MPC problem formulation is presented, relying on

the application of the PSO algorithm for the numerical solution of the parameterized

constrained optimal control problem.

4.3.1 MPC theory

The Model Predictive Control approach to the dynamic optimization problem is based

on the estimation of an open loop optimal control policy which will theoretically

minimize the desired objective function over a finite future horizon. To obtain such

policy, the measurements acquired from the plant are used to initialize a model of

the same process which is subsequently used to estimate the future evolution of the

state of the system and the objective function based on the generic control trajectory

that can be applied during the finite optimization horizon, usually referred to as the

prediction horizon. The evaluation of the optimal control policy, given the prediction

from the model, is a mathematical optimization problem and many different strategies

can be adopted to solve it, based on the formulation of the estimation model and the

objective function.

Once such an optimal policy is obtained, rather implementing it in its entirety for

the entire duration of the prediction horizon, only its initial part is actually imple-

mented, until a new measurement from the plant is available. Once the real updated

values of the systems parameters are known, the model is re-initialized and a new

optimization procedure is conceived; this procedure is then repeated in a recursive

iterative manner, hence the alternative nomenclature of Receding Horizon Control

(RHC). Figure 4.6 depicts a graphical representation of the iterative optimization

procedure of a sampled system, where a piecewise constant input trajectory u(t) is

optimized at time t based on the predicted output from the system model y(t+ k|t)
over a prediction horizon composed of NP steps of the system sample time. Notice
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that the control trajectory is optimized only over the first NC steps, with NC ≤ NP ,

and kept constant for the rest of the prediction horizon, a rather common approach

in MPC as it allows to lessen the computational burden required for solving the opti-

mization problem [49]. The computed optimal input trajectory is then applied only

during the sampling interval [t, t+ 1] and a new optimization problem is formulated

once measurements from the new system state at time step t+ 1 are obtained.

Chapter 13

Receding Horizon Control

In the previous chapter we discussed the solution of constrained finite time and
infinite time optimal control problems for linear systems. An infinite horizon sub-
optimal controller can be designed by repeatedly solving finite time optimal control
problems in a receding horizon fashion as described next.

past future

reference

t t+ 1 t+Nm t+Np

t+ 1t+ 2 t+ 1 +Nm t+ 1 +Np

u(t)

u(t)

predicted outputs y(t+ k|t)

predicted outputs y(t+ 1 + k|t+ 1)

manipulated inputs u(t+ k)

manipulated inputs u(t+ 1 + k)

Figure 13.1 Receding Horizon Idea.

At each sampling time, starting at the current state, an open-loop optimal
control problem is solved over a finite horizon (top diagram in Figure 13.1). The
computed optimal manipulated input signal is applied to the process only during
the following sampling interval [t, t+1]. At the next time step t+1 a new optimal
control problem based on new measurements of the state is solved over a shifted

Figure 4.6: Schematic of Receding Horizon Control [14]

One of the great advantages deriving from the MPC formulation relies in the

possibility of directly account for the system constraints during the optimization pro-

cedure. Contrary for example to the LQR approach which can only deal with uncon-

strained problem, or the adoption of PID controllers which requires the introduction

of additional counter-measures for compensating the effect of control saturation (e.g.

anti wind-up), in the MPC approach the constraints are directly embedded into the

problem formulation. This avoids the necessity of any additional counter measure

for compensating the physical constraints on control inputs or enforcing the con-

straints on system variables, which would complicate the structure of the controller

and reduce the optimality of the solution.
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Moreover, the iteration of the optimization procedure, typical of the Receding

Horizon Control formulation, provides a feedback on the real evolution of the pro-

cess, allowing the adoption of corrective measures to adapt the action of the control

system to the effect of external disturbances and comply with the errors from process

modelling.

Linear MPC If the system to be optimized can be described by a linear discrete

time model of the form:

x(k + 1) = Ax(k) +Bu(k), x(0) = x0 (4.22)

subject to a series of linear input and states constraints of the form:

Ex+ Fu ≤ Y (4.23)

and a quadratic objective function is to be optimized, of the form:

J(x0, u) = x(NP )TPfx(NP ) +

NP−1∑

i=0

xT (i)Qx(i) +

NC−1∑

i=1

uT (i)Ru(i) (4.24)

then the solution of the MPC optimization may be reduced to a Quadratic Pro-

gramming problem by applying Bellman optimality principle [14] and the techniques

developed to address the QP static problem may be easily adapted the MPC dynamic

optimization. While linearities of the plant model usually come from simplifications

or linearizations of more complex models, the linear input output constraints may

be used to effectively represent the common situation of box constraints of the form

umin ≤ u ≤ umax, xmin ≤ x ≤ xmax, which can efficiently represent actuators satura-

tion and operation constraints. Moreover, the quadratic formulation of the objective

function is the basis for tracking, where the objective of the controller is to bring

the system into a desired configuration rapidly and with some guaranteed stability

performances. Hence the great interest that linear MPC still retains in the world of

optimal control.

A critical feature of the basic QP formulation is that it requires an implicit online

solution of the optimization problem, to be evaluated by the mathematical program-

ming algorithm at each time step. Regarding this matter, it is worth being cited the

work of Borrelli et al. [14] who proposed an alternative approach to derive an explicit

piecewise linear correlation between the measure state x0 and the optimal control
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trajectory u∗. The method involves the off-line pre-computation of the correlation

thanks to a multi-parametric programming approach is adopted. The coefficients

for the piecewise linear correlation are then mapped based on the system state and

stored in the form of a lookup table that can guarantee a fast and efficient on-line

implementation.

A large literature is available on the subject of linear MPC, focusing mainly on

conditions for ensuring the closed loop stability of the algorithm (see [9, 36]).

Nonlinear MPC In non-linear system and objective functions are accounted, the

solution of the MPC problem requires much more complex approaches. Among the

various solutions, the approaches relying on “direct methods” are by far the most

used; in this case the solution of the dynamic optimization problem first relies on an

approximation of the control trajectory u(t) over the prediction horizon TP , based

on a time discretization of the trajectory, which allows the reduction of the num-

ber of parameters to be optimized. The estimation of the system evolution and

the objective function is then performed applying numerical methods (e.g. Euler,

Runge-Kutta, Hermite-Simpson, etc.) and the dynamic optimization is formulated

as a Non-Linear Programming problem, thus exploiting the algorithms depicted in

Chapter 3.1.1. Given the particular structure of the problem, some properties of the

ordinary differential equations describing the approximated evolution of the system

(e.g. sparsity) can be used to simplify the formulation of the NLP problem (see for

example [13]).

Economic MPC Since its first implementation in the chemical field, MPC has

been historically developed mainly as a method for process control, i.e. a control

algorithm whose objective is that of guaranteeing that some output of the process

are kept inside a specific range or that they converge rapidly towards a target point

regardless of the presence of external disturbances (set-point tracking, noise rejection).

In this case, the objective function in the optimal control problem 3.8a is usually

formulated as a quadratic function of the error between current system state and

desired conditions. The target for the design of an MPC controller are in this case

stability and robustness, i.e. guaranteed performances even with model uncertainties.

A large part of the theoretical literature on MPC algorithms focuses therefore on

criteria for ensuring such desirable properties [15, 29, 36].

The high level objective for the optimization of a plant process on the other hand

is always related to some “economic” parameters such as, for example, the net prof-

itability of the process, the efficiency of the operation, the energetic efficiency, etc. In
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most of the industrial applications however, this problem is not directly approached

in its entire complexity but it is rather split into a number of different subproblems.

The control algorithm is usually partitioned into two different layers, which sepa-

rates the actual control phase from the information management and the decision

making [22]. The higher layer of this structure, often referred to as Real-Time Opti-

mization (RTO), acts as a supervisory technique and is responsible for the evaluation

of the optimal steady state operating conditions for the plant which guarantees the

maximization of the economic performance index. RTO methods are usually based

on a non-linear steady-state model of the process, eventually comprehending some

sub-routines for data validation or parameter estimation [23], and they require the

solution of a static optimization problem. After the supervisor has evaluated the

optimal target operating conditions, these values are passed to a lower level advanced

controller which is responsible for the implementation of such targets and which also

takes care of stability and rapid convergence. The objective function implemented

into the low level controller is therefore unrelated to the economic performance and

is rather aimed at improving the tracking and disturbance rejection abilities. MPC

algorithms are normally employed in the low level part of this hierarchical optimiza-

tion structure, due to their flexibility, robustness and their ability to effectively deal

with plant constraints on both input and states.

For many problems, the majority of the operating time is effectively spent at

near steady conditions and the hierarchical division of the control action is proved

to be very effective. The paradigm of separating the control action into two different

layers relies however on the assumption that process disturbances and transients may

be neglected if the high level optimization is executed in time intervals long enough

to allow the process to reach steady state [1]. If on the other hand the economic

objective is influenced by unpredictable rapidly varying external disturbances, the

basic assumption that transients can be neglected does not hold any more, as the

system may never even reach steady-state conditions, and the resulting control policy

can only be sub-optimal [3, 36]. Many solutions have been proposed to deal with the

problem (see for example [20]); some of these, named “frequent RTO”, involve that

the set points for the regulatory layer are chosen in much shorter time intervals;

others are based on the integration of steady-state optimization into the MPC with

the so-called LP-MPC and QP-MPC two stage structures, where an upper MPC layer

computes the target setpoints for both the controlled and manipulated variables, while

the lower MPC layer effectively enforces the implementation of the solution, based

on the information from both the upper MPC and the RTO layers. Still retaining
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a hierarchical structure of the problem formulation, dynamic real time optimization

(D-RTO) [25] requires that dynamic informations are added to the RTO formulation

so that an optimal trajectory, rather than an optimal set-point, is fed to the lower

regulator.

An alternative solution to the two layer structure involves the implementation

of the economic information directly into the controller layer, thanks to a suitable

modication of the objective function. Some basic approaches [54] are limited to the

addition of some economic related terms to the tracking performance index, in the

form for example of a terminal cost. While this method has been proven effective, it

still requires the presence of an RTO layer for the generation of the reference set-point

for the formulation of the tracking performance index. If however an additional step

is taken, the RTO layer may be eliminated entirely by replacing the tracking cost

with the economic stage cost function normally used in the upper layer [18]. This

approach, known as “economic MPC”, was originally developed by Rawlings et al. [35]

and presents some peculiar features; for example, preserving the original economic

cost in the objective formulation has the positive effect of slowing down convergence

towards an equilibrium point if such a transient occurs in a region where the stage cost

is better than at steady state, whereas the traditional tracking controller will simply

try to move towards the steady state in shortest possible time. Furthermore, the

optimal operating point for the system may not even be at steady-state conditions,

with the system operating with a periodic/cyclic behaviour [4]. As the economic

MPC problem is usually nonlinear in the objective and the constraints, numerical

methods for the solution are usually based on the direct NLP approach (see Section

3.2). For more in depth details about stability and numerical implementation of the

method, details can be found in [2].

4.3.2 Economic PSO-based non-linear MPC

In this thesis, an original method for the solution of the nonlinear optimization Prob-

lem 3.8a is developed. The algorithm is based on the economic MPC formulation, but

it exploits a metaheuristic optimization method, rather than a NLP algorithm, for

the numerical solution of the receding horizon optimization problem. This method

follows a sequential direct approach [13] and employs the PSO algorithm for the

optimization of a piecewise linear parametrization of the control input u.

The optimal control Problem 3.8a may be formulated as follows for the receding

horizon framework:
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ū∗(·) = argmin
ū(·)

J(x(t), ū(·)) = E(x̄(t+ TP )) +

t+TP∫

t

L(x̄(τ), ū(τ))dτ (4.25a)

s.t. ˙̄x(τ) = f(x̄(τ), ū(τ), w̄(τ)) x̄(t) = x(t)

ȳ(τ) = h(x̄(τ), ū(τ))

ū(τ) ∈ U ∀τ ∈ [t, t+ TC ]

ū(τ) = ū(t+ TC) ∀τ ∈ [t+ TC , t+ TP ]

ȳ(τ) ∈ Y ∀τ ∈ [t, t+ TP ]

x̄(t+ TP ) ∈ XN

(4.25b)

(4.25c)

(4.25d)

(4.25e)

(4.25f)

(4.25g)

where TC ≤ TP are respectively the control and prediction horizons, L(·, ·) : Rn ×
Rn → R is the stage cost, E(·) : Rn → R is the terminal cost, and XN is the terminal

state constraint set. The cost function J is evaluated with respect to the predicted

state and input trajectories (x̄(τ), ū(τ)), evaluated with the aid of a plant model

and distinguished from the real trajectories (x(t), u(t)). Solution of Problem 4.25

yields the open-loop optimal control law ū∗(·) : [t, t+ TP ]→ Rn to be applied by the

control algorithm at time t. It is to be noted that, due to the presence of an external

unknown disturbances (embedded in the term w(t)), the solution is not deterministic

and the real evolution of the system will likely diverge from the prediction. Hence the

necessity of iterating the prediction and optimization phases, as the system evolves,

in a receding horizon mechanism to provide a feedback mechanism which is able to

correct the effect of the unknown disturbances.

The problem is assumed to be subject to input/output box constraints of the

form:

u(t) ∈ U := {u ∈ Rm|umin ≤ u ≤ umax}
u̇(t) ∈ U̇ := {u̇ ∈ Rm|u̇min ≤ u̇ ≤ u̇max}
y(t) ∈ Y := {y ∈ Rp|ymin ≤ y ≤ ymax}

(4.26a)

(4.26b)

(4.26c)

As Problem 4.25 in a continuous time representation requires the solution of a

functional optimization problem, a discretization into a sampled-data structure is

firstly carried out, allowing the conversion into a mathematical programming problem.

The manipulated control inputs are parameterized as piecewise linear signals during

the sampling intervals:
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u(t) ≡ u(tk) +

(
u(tk+1)− u(tk)

T

)
(t− tk) ∀t ∈ [tk, tk+1), k ∈ N (4.27)

with tk := kT and T sampling period. At each sampling instance tk, the solution of

4.25 yields the optimal discretized control sequence:

ū∗(tk) =
[
ū∗tk|1, ū

∗
tk|2, ..., ū

∗
tk|NC︸ ︷︷ ︸

NC

, ū∗tk|NC+1, ..., ū
∗
tk|NP︸ ︷︷ ︸

NP−NC

]
(4.28)

where NC and NP are the lengths of the control and prediction horizon such as that

TC ≤ TP , and TC = NCT , TP = NPT , while ūtk|l, with l = {1, ..., NP} represent the

values of the control input vector at the lth predicted step from time tk. The first

element of the optimal discrete control sequence ū∗(tk) is applied to the system at

each sample interval T :

u(t) := utk +

(
ū∗tk|1 − utk

T

)
(t− tk) t ∈ [tk, tk+1) (4.29)

To determine the parameters necessary to define the optimal control strategy

ū∗(tk), the PSO algorithm depicted in Section 4.1 is exploited. To adapt the PSO

method to the solution of the n-MPC Problem 4.25, each particle of the algorithm

must describe a generic trajectory ū(tk) of the control inputs during the prediction

horizon. This is achieved by considering the first NC terms of Equation 4.28 as the

optimization variables (i.e. particle coordinates); consequently, the search space of

each particle has dimensions NC ×m, with m the number of control inputs.

Given a swarm of s particles, let the vector ∆ūij := [∆ūij,1, ...,∆ū
i
j,l, ...,∆ū

i
j,NC

]

and vij := [vij,1, ..., v
i
j,l, ..., v

i
j,NC

] denote the position and velocity of the i-th particle at

the j-th iteration of the algorithm, with i ∈ S = 1, 2, ..., s, j ∈ N, l ∈ {1, 2, ..., NC}.
Then, the corresponding input trajectory over the prediction horizon is ūij(tk) =

[ūij,tk|1, ..., ū
i
j,tk|l, ..., ū

i
j,tk|NP

], with ūij,tk|,l equal to:

ūij,tk|l =





u(tk) +
l∑

z=1

∆ūij,z if l ≤ NC

u(tk) +
NC∑
z=1

∆ūij,z if NC < l ≤ NP

(4.30)

The ∆ formulation defined above allows to easily account for input rate of charge

constraints of the form 4.26b, by simply restricting the search space of the algorithm.

The PSO particles coordinates represent therefore the NC increments (or decrements)
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of the control inputs at each of the sample times of the control horizon. Also, as the

control horizon is usually shorter than the prediction one, the trajectory is assumed

to stay constant during the last part of the prediction horizon (see Equation 4.25f).

At sample time tk, after system state x(tk), disturbances w(tk), and inputs u(tk)

are measured, it is possible to predict the evolution of the system, over the prediction

horizon TP , resulting from the application of a generic control sequence ū(t) := ūij(tk),

by running the non-linear plant model (4.25c, 4.25d). To do so, the stochastic terms

w(t), representing the action of the external disturbances, are assumed to stay con-

stant during the prediction horizon, i.e. w̄(t) ≡ w(tk), ∀t ∈ [tk, tk+1). This allows to

associate to each particle a cost function J ij(x(tk), w(tk), u(tk),∆ūij).

Given the notation above for the swarm particles and the control trajectories,

the following algorithm for the implementation of the PSO method for the n-MPC

problem is defined:

Algorithm 1 PSO based n-MPC

Given the state x(tk) and the external disturbances w(tk) at the sampling time

tk:

1: Initialize model states x̄(tk) := x(tk), set the model disturbances as constant

w̄(τ) := w(tk), ∀τ ∈ [tk, tk + TP ], and randomly initialize positions and velocities

for all s particles at iteration 0:

∆ūi0 = [ū0,1, ū0,2, ...., ū
i
0,NC

]

vi0 = 0, ∀i ∈ S

2: Evaluate cost function J i0(x(tk), w(tk), u(tk),∆ūi0) for each particle i ∈ S and

assign personal best position and cost:

pibest = ∆ūi0, V i
pbest

= J i0(x(tk), w(tk), u(tk),∆ūi0), ∀i ∈ S

Find also the global best feasible particle ig with the minimum associated cost

function:

ig := arg min
i
{J i0(x(tk), w(tk), u(tk),∆ūi0)}, i ∈ S

s.t. ūi0 is feasible

and determine the global best position and cost:

gbest = ∆ū
ig
t0, Vgbest = J

ig
0 (x(tk), w(tk), u(tk),∆ū

ig
0 )
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3: Update velocity and position for each particle following PSO update Equations

4.2:

vij+1 = ωvij + r1c1(pibest −∆ūij) + r2c2(gbest −∆ūij)

∆ūij+1 = ∆ūij + vij+1 ∀i ∈ S
4: Evaluate the cost function for the next generation J ij+1(x(tk), w(tk), u(tk),∆ūij+1)

and perform the following conditional routine for updating each particle personal

best:

if J ij+1(x(tk), w(tk), u(tk),∆ūij+1) < V i
p,best then

pibest = ∆ūitj+1

V i
pbest

= J ij+1(x(tk), w(tk), u(tk),∆ūij+1), ∀i ∈M
else

continue;

end if

Update the global best feasible particle ig and perform the following routine:

if J
ig
j+1(x(tk), w(tk), u(tk),∆ū

ig
j+1) < Vgbest then

gbest = ∆ū
ig
tj+1

Vgbest = J
ig
j+1(x(tk), w(tk), u(tk),∆ū

ig
j+1)

else

continue;

end if

5: If terminal criteria j = jmax is met, continue to next step; otherwise j = j + 1

and move back to step 3

6: Stop and return the optimal control sequence ∆ū∗ = gbest

The proposed algorithm can easily account for the input rate of change constraints

(Equation 4.26b) by correctly defining the search space of each particle and the “ab-

sorbing wall” procedure is applied to particles straining out of the feasible search

space as the algorithm progresses (see Section 4.1.2). Constraints on input satura-

tion (Equation 4.26a) are easily addressed by pre-screening the control trajectories

obtained from Equation 4.30 once the corresponding particle position is known. Fi-

nally, constraints on system outputs (Equation 4.26c) may be integrated into the

objective function as soft constraints (with the introduction of a penalty factor) or

kept as hard constraints.
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CHAPTER 5

OPTIMIZATION OF THE LOAD ALLOCATION IN A

MULTI-SOURCE ENERGY APPLICATION FOR THE

BUILDING SECTOR

The buildings sector accounts for approximately 40% of the entire global energy con-

sumption and its energy demand is predicted to continuously grow in the forthcoming

years. Following the pledge of limiting carbon dioxide emissions and reducing the en-

ergy consumption in this sector, different approaches have been separately followed,

from the introduction of subsidiary renewable sources to a decrease of the demand

resulting from buildings renovation. In this chapter, the potential of a multi-source

solution for thermal and electric power generation in a building application is investi-

gated, focusing on the issues regarding a correct integration of the different technolo-

gies and the development of optimal management procedures able to maximize the

efficiency of the resulting complex energy system. A methodology for the evaluation

of the benchmark efficiency of the plant is derived, based on the application of the

Dynamic Programming method. The results are compared to those attained by the

usage of a heuristic rule-based strategy, and exploited to identify the critical issues

to address when designing a sub-optimal on line controller. Some final conclusions

are drawn regarding the necessity of accounting from plant benchmark potentiality

even during the design phase, and the possibility of extending the DP optimization

procedure to define a model based causal controller for on-line implementation.

5.1 Introduction

Renewable energy technologies have become available to fulfill the power demand from

residential and commercial buildings; solar thermal collectors are able to provide a

clean alternative source for the generation of thermal power [11], while photovoltaic

panels [17, 27] and wind turbines for mass [20] or micro [9] production can be ex-

ploited to meet the electric demand. While this technologies provide clean and cheap
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sources, they are also heavily subject to stochastic external conditions which pre-

vent an easy integration in the traditional power generation system. Decentralized

storage systems have been developed to cope with the renewable sources intrinsic

intermittent behaviour, thus increasing the systems flexibility, such as Compressed

Air or Liquid Air Energy Storage (CAES, LAES) [12], hydroelectric energy storage

(PHES) [16], battery and hydrogen based energy storages [10] for electric energy,

and various active and passive thermal storage systems (see [23, 24] for a review).

Also, with the introduction of the Smart Grid paradigm, the passive individual role

of autonomous consumer/producers is surpassed with the development of an active

participation strategy for the correct shaping of the comprehensive grid behavior [22].

Though remarkable efforts have been taken on the side of renewable energies,

fossil fuel based technologies are supposed to remain the primary source for thermal

and power generation, thanks to their flexibility and robustness. For this reason,

the development of increased efficiency fuel-based technologies will still play a central

role in the reduction of GHG emissions. On the side of thermal energy generation,

even if the current condensing boilers have reached extremely high thermal conversion

efficiencies [15], the traditional direct conversion of fuel energy into thermal power

proved to be extremely ineffective from an energy conversion efficiency point og view,

due to the high associated exergy destruction. Electric driven or absorbtion based

heat pumps provide a much more efficient alternative for the thermal energy pro-

duction, although their performance and the effective GHG potential reduction are

highly influenced by the atmospheric conditions and the composition of the national

prime energy mix [5]. Combined heat and power systems (CHP) represent another

rapidly spreading technology which relies on the simultaneous production of electric-

ity and thermal power. CHP power systems play a central role in distributed and

micro generation [3, 7] as they yield higher energy conversion efficiencies (up to over

80%) if compared compared to the average 30-35% efficiency from conventional elec-

tricity generation systems [26], thus entailing a reduction in both the operating costs

and the greenhouse gases emissions by providing a higher fuel utilization factor. Fi-

nally, hybrid multi-source systems have been developed to fulfill the energy demand

by means of a combination of two or more of the previously mentioned technologies.

Nosrat and Pearce for example [25] investigated the performance of a trigeneration

hybrid photovoltaic/CHP system coupled with an absorption chiller for the fulfill-

ment of the electric, domestic hot water, space heating, and space cooling demand

in a residential application. The authors developed a model based schedule strategy

for the management of the plant and simulated the application of the system for a
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typical home in Vancouver, obtaining performance improvements of over 50 %. Xi et

al. [28] conducted experimental studies on a solar-assisted ground source heat pump

system for space heating and showed the effectiveness of the solution.

In such a complex scenario, involving a plurality of different energy sources and

technologies and the possibility of shaping the actual production demand ratio by

means of accumulation devices, it is necessary to define adequate methods to correctly

configure and manage the hybrid systems, in order achieve the optimal exploitation

of the different sources available. When dealing with a complex multi-energy system

in fact, the daily operational management problem, based on the evaluation of the

optimal load allocation strategy, requires a deep understanding of the comprehensive

system behaviour and the iterations between the different components. As the same

energy demand can be satisfied with a large combinations of the different sources,

each one leading to different overall performances, the control algorithm must be able

to exploit the knowledge of the system behaviour and dynamics to efficiently evaluate

which one of the numerous available combination is to be implemented to maximize

the efficiency of the system. Many solution for the resulting dynamic optimization

problem are found in literature. based on either linear approximations of the plant

processes [13, 21] or the usage of non-linear [6, 14] and mixed integer non-linear [19]

programming tools.

In the present chapter, the problem of defining the correct scheduling policy for

a multi-source solution for the fulfillment of the electric and thermal demand of a

building is analyzed. A deterministic Dynamic Programming (DP) based control

algorithm is used to tackle the corresponding optimal control problem. The DP

algorithm is becoming an increasingly employed tool for the evaluation of optimal

control strategies in hybrid power plant solutions; Marano et el. [18], for example,

exploited the algorithm to derive the optimal management for a hybrid photovoltaic

panels and wind turbines plant, able to store any excess of produced energy into a

compressed air energy storage (CAES); furthermore, the authors showed that the

resulting non-trivial control policy could lead to substantial reduction in operating

and maintenance costs with respect to the conventional scenario. Bianchi et al. [4]

compared the performance of a rule-based scheduling policy to those of a DP optimal

strategy based on the management of a hybrid plant for the production of electric

power from a wind farm coupled with a compound pump hydro storage (PHS) and

gas turbines. Facci et al. [7] proposed a DP based methodology for determining

the optimized management strategy of a grid connected, ICE based, trigeneration

plant for the production of combined heat power and cooling, reporting a significant
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economical advantage (from 8% up to more than 100%) deriving from the adoption

of the DP optimal solution when compared to the results of a heuristic strategy.

The deterministic DP algorithm used in the present analysis does not yield a di-

rect solution for the implementation of a causal control strategy, as it requires the

perfect knowledge of future external conditions and energy demand profiles. The

methodology is on the other hand adopted due to the intrinsic advantage of guaran-

teeing a certified global optimal solution to the dynamic optimization problem. This

property can be exploited to derive a benchmark for the system performance against

which it is possible to eventually compare other casual layouts. Moreover, if an effi-

cient prediction model for the future conditions is developed, the procedure outlined

in this chapter can be easily exploited to derive a causal plant controller.

5.2 Multi source energy plant for building applications

The investigation carried out in this chapter is based on the study of a multi-source

energy plant, described in detail in [1], which is composed of a large number of

different integrated subsystems, each contributing to the fulfilment of the thermal or

electric demand of a commercial building. The nine different technologies adopted

are:

1. Solar thermal collectors for heat generation (STH);

2. Solar photovoltaic panels for electricity generation (PV);

3. A combined heat and power micro gas turbine for the cogeneration of thermal

and electrical power (CHP);

4. A reversible air source heat pump (ASHP) for both heat and cooling production;

5. A reversible ground source heat pump (GSHP) for both heat and cooling pro-

duction;

6. An absorption chiller (ABS) for the cooling production;

7. An auxiliary condensing boiler (AB) for the integration of the heat production;

8. An auxiliary electric chiller for the integration of the cooling production (AC);

9. A thermal energy storage for hot water (STORAGE).
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The multi-source plant is used to meet the commercial energy demand of a thirteen

floors tower composed of a basement (used as warehouse and garage), a commercial

area located at ground and first floor, and different locals for office use in the re-

maining 12 floors (see [2] for additional details). As the present analysis will only

focus on the winter and mid-season period, the machines used to meet the cooling

demand, i.e. the absorption chiller (ABS) and the electric chiller (AC), are neglected.

Figure 5.1 depicts the schematic of the comprehensive plant, showing how the various

technologies are integrated and highlighting the difference sources (both renewable

and traditional) for the prime energy supply.
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Figure 5.1: Schematic of the multi-source energy plant

The sizes of the different technologies are obtained based on the work of Barbieri

et al. [1] who derived a methodology for minimizing the annual flux of primary energy.

The procedure relies on a Genetic Algorithm based static optimizer for the evaluation

of the optimal sizes of non conventional power sources, i.e. the nominal power, Pnom,

of the cogenerator (CHP) and heat pumps (GSHP and ASHP), and the share of the

total surface to be assigned respectively to the photovoltaic (PV) electricity produc-

tion and the solar thermal heat (STH) production. Moreover, the nominal power of

the auxiliary burner AB is chosen to guarantee that the boiler can potentially satisfy
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the entire thermal demand by itself, while the size of the thermal storage is evaluated

according to UNI 8477-2, which prescribes the allocation of 0.04 m3 of tank volume

for each m2 of solar thermal surface, and 2 kWh of thermal capacity for each kWth

of thermal power produced by the cogenerator. Table 5.1 summarizes the sizes of the

different technologies that are obtained by applying the aforementioned procedure to

the present configuration of the building.

Table 5.1: Summary of size and parameters of the adopted technologies

Technology Parameter Unit of Measurement Value

Photovoltaic
PV

Surface [m2] 325

Solar Thermal Heating
STH

Surface [m2] 3

Combined Heat and Power
CHP

Pel,nom [kWel] 100
ηel,nom [-] 0.29
Pth,nom [kWth] 195
ηth,nom [-] 0.57

Ground Source Heat Pump
GSHP

Pth,nom [kWth] 40
COPnom [-] 3.35

Ground Source Heat Pump
ASHP

Pth,nom [kWth] 100
COPnom [-] 2.80

Auxiliary Boiler
AB

Pth,nom [kWth] 234
ηth,nom [-] 1.06

Thermal Storage
STORAGE

Emax [kWhth] 393

Energy load profile and atmospheric conditions The building construction

site is located in northern Italy, inside climatic zone E, where the winter and mid-

season period runs from October 15th to April 15th. Thermal energy for heating

and hot water generation and electric energy for lighting and appliances have been

evaluated by Munari et al. [2] with the help of EdilClimaEC700®, a software for

static energetic simulations. Figure 5.2 depicts the monthly energy demand (thermal
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and electrical) for the winter and mid-season period; 212 MWhth are cumulatively

required for space heating and hot water production, while 212 MWhel are required

for the electric appliances.
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Figure 5.2: Monthly energy demand for the winter and mid-season period

Assuming that working days are from 8 a.m to 5 p.m., Monday to Saturday, and

taking into account all the festivities, electric and thermal loads are distributed over

the months with a hourly discretization by means of non-dimensional profiles which

takes into account the type of the users [2]. The profiles for a mid-December working

week are depicted in Figure 5.3. A hourly thermal power peak demand of 234 kW is

registered in January, while the electric hourly power peak demand lies in December,

with 96 kW.
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Figure 5.3: Weekly energy demand profile, mid-December
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Still based on the building location, Munari et al. [2] derived the monthly average

daily values for solar radiation and air temperature based on the normative UNI

10349. Figure 5.4 depicts the trend of these variables during the winter period.
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Figure 5.4: Monthly average daily values for solar radiation and air temperature for
the winter period

As for thermal and electric loads, temperature and radiation values are distributed

over the duration of the hours by means of proper non-dimensional profiles.

5.2.1 Models for plant components

The various subsystems which compose the multi source energy plant are simulated

by means of a set of models developed by Barbieri et al. [1] and implemented in the

MATLAB® environment. These models rely on a systemic approach for the simula-

tion of the components and make use of a set of performance parameters related to

external environmental condition and machines load, such as the electric and thermal

efficiencies for the CHP, the coefficient of performance (COP) for the heat pumps,

the radiant energy conversion efficiency for the solar panels, etc. A discrete time rep-

resentation is adopted, with a sample time ∆t of 1 hour defined accordingly to the

discretization of energy loads and environmental conditions depicted in the previous

section.

In the following paragraphs, each component sub-model is briefly described, focus-

ing on the relationship between the produced energy E and the following parameters:
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� external disturbances (w), representing the exogenous atmospheric parameters

and the building thermal and electric loads;

� control inputs (u), representing the decision parameters from the control algo-

rithm;

� system states (x), representing the set of time varying parameters needed to

describe the dynamic evolution of the system.

Furthermore, the following notation is applied, with the subscript th used to refer

to thermal power (energy), el denoting electric power (energy), and the index k ∈ N
representing the generic time instant at which the model correlations are evaluated.

Photovolataic - PV The energy production from the photovoltaic system is not

actively regulated by the control strategy, neither it is determined by any relevant

dynamic behaviour (uPV = ∅, xPV = ∅). Its contribution is therefore uniquely deter-

mined by the external conditions, affecting the efficiency of the photovoltaic panel and

the inverter. For the mono-crystalline silicon panel adopted in the investigated appli-

cation, the panel efficiency is related to the difference between external temperature

and the Nominal Operative Cell Temperature NOCT (see for example [8]).

The net electric energy production per hour can be therefore simply expressed as:

Eel,PV (k) = Pel,PV (w(k)) ·∆t (5.1)

where the panel power Pel,PV depends on the panel efficiency and the total amount

of solar incident radiation on the photovoltaic surface. Electric energy produced by

the photovoltaic system is either used to meet the building and heat pumps demand

or fed back to the grid.

Solar Heating - STH Similarly to the photovoltaic panels situation, no device

is introduced for an active regulation of the thermal energy produced by the solar

heating system (uSTH = ∅, xSTH = ∅). The efficiency of the panel is related to air

temperature and radiation level [2] and the net thermal energy production per hour

may be expressed as:

Eth,STH(k) = Pth,STH(w(k)) ·∆t (5.2)

The thermal energy produced by the solar heating system contributes to satisfy
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the building thermal load. Any excess of produced energy is either stored to the

thermal accumulator, if possible, or dissipated otherwise.

Cogenarator - CHP The Combined Heat and Power cogenerator (CHP) is com-

posed of a micro gas turbine (MGT) that is fueled by the gas network. The machine

produces electric energy (either used to meet the building and heat pumps demand or

fed back to the grid) and uses the residual thermal energy to satisfy the building hot

water and space heating demand. Any excess of produced thermal energy is stored

(if possible) or wasted otherwise. It is possible to regulate the thermal energy pro-

duction of the CHP by means of a control variable, uCHP , which defines the fraction

of the maximum thermal to effectively produce.

Eth,CHP (k) = uCHP (k) · Pth,CHP,max(w(k)) ·∆t (5.3)

The minimum thermal load permitted for the CHP is assumed to be equal to 80%

of the maximum; if uCHP ≤ 0.8 the machine is shut-off:

uCHP ∈
{
{0} ∪ [0.8, 1]

}

Furthermore, the maximum amount of thermal energy that can be produced is related

to the external conditions w(k).

Given the amount of thermal energy produced, Eth,CHP , it is possible to obtain

the corresponding amount of electric energy, Eel,CHP , that is generated at the same

time, by means of the two efficiencies, ηel,CHP and ηth,CHP . The first one, ηel,CHP ,

indicates the thermodynamic efficiency for the production of electric energy from the

fuel; the second one, ηth,CHP , indicates the efficiency of the conversion of the residual

heat at the outlet of the MGT to thermal energy for the usage in the building. Both

these efficiencies are related to the fraction of the maximum thermal energy produced,

uCHP , and the external conditions, w(k). A more detailed description may be found

in [1, 2]. With the assumptions above, the produced electric energy is:

Eel,CHP (k) =
ηel,CHP (uCHP (k), w(k))

1− ηel,CHP (uCHP (k), w(k))
· Eth,CHP (k)

ηth,CHP (uCHP (k), w(k))
(5.4)

The amount of primary fuel energy, ECHP,fuel, needed in order to generate the

desired amount of thermal and electric energy is evaluated by means of the fuel-

to-electricity efficiency, ηel,CHP , of the system and it also takes into account the

additional fuel consumption that is required in the case that the machine has to
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be turned on. The startup penalty term is assumed to correspond to the energy

consumed by operating 10 minutes at nominal power; to detect the startup phase,

a binary state variable xCHP ∈ {0, 1} is introduced, accounting for the ON-OFF

condition of the system.

ECHP,fuel(k) =
Eel,CHP (k)

ηel,CHP (uCHP (k), w(k))
+

+ ECHP,startup(xCHP (k), uCHP (k), w(k))

ECHP,startup(k) =





Pel,CHP,nom(w(k))

ηel,CHP,nom(w(k))
· ∆t

6
, if




xCHP (k) = 0

uCHP (k) 6= 0

0, otherwise

(5.5)

(5.6)

The state update of the system is defined by the following simple rule:

xCHP (k + 1) =





1, if uCHP (k) 6= 0

0, if uCHP (k) = 0
(5.7)

Ground Source and Air Source Heat Pumps - GSHP & ASHP The models

for the two heat pumps are based on the same structure, and the notation XSHP

is therefore adopted to indicate the generic component. The two heat pumps can

contribute with a fraction uXSHP of their maximal thermal power production to the

fulfillment of the thermal demand of the building:

Eth,XSHP (k) = uXSHP (k) · Pth,XSHP,max(w(k)) ·∆t (5.8)

The corresponding electric energy consumption is obtained by means of the eval-

uation of the Coefficient Of Performances (COP):

Eel,XSHP (k) =
Eth,CHP (k)

COPXSHP (w(k))
(5.9)

The nominal performance and the maximum thermal power that the machines can

produce are affected by the temperature of the external heat exchanger and therefore

related to the external conditions w(k). Furthermore, accordingly to UNI/TS 11300,

the COP is affected by load variations [2]. No dynamic behaviour is accounted in the

heat pump model (xXSHP = ∅) and any excess of thermal power produced is wasted.

As with the CHP, even for the heat pumps there is a lower limit for the thermal
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production under which the machines are turned off, in this case equal to 10% of the

maximum machine power.

Auxiliary Boiler - AB An auxiliary boiler, powered by natural gas, is responsible

for the production of the residual thermal energy, Eth,AB, eventually not fulfilled by

the other systems. No control input is defined (uAB = ∅) as the component load is

determined by the overall energy balance of the building. Moreover, the dynamics

of the system are assumed negligible (xAB = ∅). The amount of fuel primary energy

needed to generate the required amount of thermal energy is evaluated as follows:

EAB,fuel(k) =
Eth,AB(k)

ηth,AB(Eth,AB(k))
(5.10)

where the auxiliary boiler efficiency ηth,AB is related uniquely to the load.

Thermal Energy Storage - STORAGE Both the STH system and the CHP

cogenerator can send any excess of produced thermal energy to a hot water storage

tank. The energy stored in the accumulator is an additional state of the system

(xSTORAGE(k) = ESTORAGE(k)). With Eth,STH,unused and Eth,CHP,unused the amount of

excess energy produced by the STH and the CHP, and Eth,STORAGE,max the maximum

amount of energy that can be stored into the tank (see Table 5.1), the amount of

energy introduced into the accumulator at each hour is equal to:

Eth,STORAGE,in(k) = min
(
Eth,STORAGE,max − xSTORAGE(k) ,

Eth,STH,unused(k) + Eth,CHP,unused(k)
)

(5.11)

A fraction of the energy stored in the tank
(
uSTORAGE ∈ [0, 1]

)
can be used in

the future to fulfill the thermal demand from the building:

Eth,STORAGE,out(k) = uSTORAGE(k) · xSTORAGE(k) (5.12)

From the heat storage energy balance equation, and assuming a constant dissipa-

tion proportional to the heat exchange area (and therefore to the amount of energy

stored in the tank), the state update equation for the thermal storage can be formu-

lated as follows:
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xSTORAGE(k + 1) =(1− cdiss) · (xSTORAGE(k) + Eth,STORAGE,in(k)+

− Eth,STORAGE,out(k)) (5.13)

where cdiss is a dissipation coefficient assumed equal to 0.5%.

5.2.2 Comprehensive plant model and energy balance

The combination of the thermal demand from the building and the production from

the various technologies define the amount of energy that is required from the auxil-

iary burner. From energy conservation equations it follows that:

Eth,AB(k) =Eth,demand(k)−
(
Eth,STH(k) + Eth,CHP (k) + Eth,GSHP (k)+

+ Eth,ASHP (k) + Eth,STORAGE,out(k)

)
(5.14)

If Eth,AB(k) is lower than zero, there is an excess of energy production and the

boiler is not activated. As mentioned before, this excess of thermal production is

entirely wasted if it is coming from the heat pumps, while it can be stored in the

thermal accumulator if it is coming from the STH or the CHP and the operation is

feasible.

By applying energy conservation on the electric side, it is possible to derive the

amount of electric energy requested from the grid as:

Eel,request(k) =Eel,demand(k)− Eel,PV (k)− Eel,CHP (k) + Eel,GSHP (k)+

+ Eel,ASHP (k) (5.15)

If Eel,request(k) is lower than zero, the electricity is sent to the grid and labeled as

Eel,sent = |Eel,request|, otherwise is withdrawn and labeled as Eel,taken = Eel,request.

Finally, the total amount of fuel energy supplied by the gas network is simply:

Efuel(k) = ECHP,fuel(k) + EAB,fuel(k) (5.16)

The set of equation presented in the previous paragraph may be organized to
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formulate the comprehensive energy production plant model into the discrete non-

linear state space representation:




x(k + 1) = f

(
x(k), u(k), w(k)

)

y(k) = g
(
x(k), u(k), w(k)

) subject to: u(k) ∈ U, x(k) ∈ X (5.17)

with x = [xCHP , xSTORAGE], u = [uCHP , uGSHP , uASHP , uSTORAGE] and y = [Eel,sent,

Eel,taken,Efuel]. The set of feasible inputs and states (U , X) are summarized in Table

5.2.

Table 5.2: Summary of multi-energy system plant constraints

Input constraints

uCHP ∈ {0} ∪ [0.8, 1]
uGSHP ∈ {0} ∪ [0.1, 1]
uASHP ∈ {0} ∪ [0.1, 1]
uSTORAGE ∈ [0, 1]

State constraints

xCHP ∈ {0, 1}
xSTORAGE ∈ [0, Eth,STORAGE,max]

5.3 Control strategy

The objective of the energy plant control strategy is that of minimizing the overall

primary energy consumption (thus guaranteeing the maximum energetic efficiency)

by choosing the right allocation of the thermal and electric demand between the

different energy sources available. The problem can be formulated as an optimal

control one if a suitable objective function is defined. The solution of such problem

may be pursued with one of the methods outlined in Section 3.2. For the present

application, given that an estimation of the external disturbances is available, the

maximum attainable performances of the plant are evaluated by the application of

the deterministic Dynamic Programming algorithm (see Section 4.2).
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Moreover, a simple heuristic rule-based controller, developed by Barbieri et al. [1]

and applied in previous studies on the plant [2], is briefly described. The performance

of this simple strategy will be compared to those of the optimal DP algorithm to assess

its efficiency.

5.3.1 Dynamic Programming optimal policy

Given a generic control policy π = [uCHP (1), uGSHP (1), uASHP (1), uSTORAGE(1), ...,

uCHP (N − 1), uGSHP (N − 1), uASHP (N − 1), uSTORAGE(N − 1)] defining the energy

schedule for each of the N hours composing the winter and mid-season optimiza-

tion horizon, it is possible to mathematically estimate the corresponding energetic

efficiency by an objective function J defined as follows:

J(x0, π, w(k)) =
N−1∑

k=0

(
ffuel · Efuel(x(k), u(k), w(k)) + fel,taken · Eel,taken(x(k),

u(k), w(k))− fel,sent · Eel,sent(x(k), u(k), w(k))

)
(5.18)

subject to:

x(k + 1) = f
(
x(k), u(k), w(k)

)
, x(0) = x0

x(k) ∈ X
u(k) ∈ U

(5.19)

(5.20)

(5.21)

The objective function J represents the overall prime energy consumption of the

plant, with the coefficients f indicating the energy conversion factors defined following

the Italian regulation D.M. 4/08/2011 (ffuel = 1, fel,taken = 2.53, fel,sent = 2.35).

If the external disturbances w(k) are known in advance, the deterministic Dynamic

Programming algorithm is able to provide the optimal control policy:

π∗ = arg min
π∈Π

J(x0, π, w(k)) (5.22)

where Π represent the set of admissible trajectories satisfying both the input and state

constraints over the entire optimization horizon. Furthermore, the implementation of

the algorithm requires a discretization of both the inputs and the states. An evenly

spaced 10 points grid is used to represent the effect of the tank share uSTORAGE, while

non-evenly spaced grids are adopted for the other inputs (uCHP , uGSHP , uASHP ), with

the first point of the grid being 0 and the remaining nine evenly distributed between
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each machine minimum and maximum load. The state associated to the CHP is

already discrete (xCHP ∈ {0, 1}), while the state representing the energy stored in

the tank (xSTORAGE) is described by means of an evenly spaced 10 elements grid.

To define the initial system condition x0, it is assumed that the CHP is turned off

and the tank is empty (xCHP = 0, xSTORAGE = 0) at the start of the optimization

horizon. Furthermore, no constraints are imposed on the final admissible states set.

5.3.2 Schedule based controller

The performances of the DP optimal control policy are compared to those of a heuris-

tic rule based algorithm developed by Barbieri et al. [1] for the management of the

plant and applied in previous studies on the system [2]. This algorithm defines a

strategy for the fulfillment of the thermal load based on a list of switch-on priorities

for the different available subsystems, which favors the adoption of renewable sources

and the heat production from alternative mechanisms. The detailed switch-on prior-

ity list is reported below:

1. Thermal storage (STORAGE);

2. Renewable sources, photovoltaic and solar heating (PV & STH);

3. Combined heat and power (CHP);

4. Ground source heat pump (GSHP);

5. Air source heat pump (ASHP);

6. Auxiliary boiler (AB).

The heat storage is the first system which contributes to the fulfillment of the

thermal demand at each hour and its thermal energy capacity is added to the amount

of the thermal demand from the building, so that the other sources will eventually

store the produced energy in the tank. The switch-on strategy for the other elements

is depicted in further details in Figure 5.5; the i-th machine is activated if the residual

energy demand is higher than the machine minimum energy production threshold.

Moreover, if the energy demand is higher than the maximum production of the i-

th machine, the subsystem will operate at maximum load and the thermal residual

demand will be updated and allocated to the next machines in the list.
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Figure 5.5: Flowchart for rule-based machine scheduling controller [1]

5.4 Policies comparison

The performance of the two policies described in the previous section are compared

based on the prime energy fuel consumption over the entire winter mid-season hori-

zon. As depicted in Figure 5.6, the optimal allocation strategy deriving from the

Dynamic Programming algorithm is able to deliver a consistent increase in the sys-

tem efficiency over the entire period, with a cumulative prime energy saving of 56.8

MWh, corresponding to a percentage reduction of 8.4 %.
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Figure 5.6: Primary energy overall consumption

More in-depth details may be gathered if referring to the single terms composing

the overall prime energy consumption, as depicted in Figure 5.7. The adoption of the

optimal DP policy involves a cumulative decrease of fuel energy consumption of 14.6

MWh, a reduction in the electric energy taken from the grid of 12.5 MWhel, and an

increase of 4.2 MWhel in the amount of electric energy sent to the grid.
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Figure 5.7: Month composition of primary energy consumption

Figure 5.8 depicts how the thermal demand is met by the two policies during two

91



standard weeks of the month of November and February. With the scheduling policy,

the thermal storage is always preferred for the immediate satisfaction of the thermal

demand; consequently the remaining sources are only used to refill the hot water tank.

Moreover, due to the sizing of the various components and the schedule order, the

STH and the CHP are always entirely responsible for the tank refilling, with neither

the ASHP nor the GSHP being ever used during the winter and mid-season period.
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Figure 5.8: CHP weekly load allocation example

With the DP policy on the other hand, the meeting of the thermal demand is

usually attained by an alternative usage of the stored energy and the CHP. Moreover,
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the GSHP and the Auxiliary Boiler are sometimes used to cover a residual demand.

In this case the preference is given to use of the GSHP if the required amount of

energy is greater than the minimum threshold from the machine.

As the CHP is the major source for the production of thermal energy in both

the situations, additional investigations on the particular sub-system behaviour have

been conducted. A very beneficial effect of the Dynamic Programming algorithm

is noticeable when analysing the CHP net month thermal production and electric

energy conversion efficiency, as depicted in Figure 5.9. While in fact the net thermal

energy production from the CHP is nearly equal in the two situations, the different

scheduling strategy provided by the Dynamic Programming algorithm allows the

machine to operate at constant nominal load, thus maximizing the corresponding

amount of electric energy produced from the combustion of the fuel.
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Figure 5.9: CHP monthly performance

The ability of the Dynamic Programming control policy to maintain the CHP at

nominal load conditions may be even more deeply understood if referring to Figure

5.10, where the weekly CHP scheduling is depicted for two typical operating weeks

from the months of November and February. In the Dynamic Programming case, the

CHP covers the basic thermal while operating at nominal conditions, and sends any

excess of produced energy to the accumulator. Once the accumulator is nearly full,

the CHP is shut down and kept off as long as it is possible, while any future thermal
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demand is covered with the help of the stored energy and some little contribution

from the GSHP or the AB.
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Figure 5.10: CHP weekly load allocation example

Finally, Figure 5.11 depicts the monthly energetic dissipations due to heat losses

from the accumulator and the additional fuel consumption associated to the CHP

startup phase. The DP optimal policy is able to reduce the heat losses by 4.2 MWh

and, thanks to the alternation in the usage of the CHP and the accumulator, the

number of CHP startup phases is reduced, entailing a reduction of 16.8 MWh in the

fuel energy consumption.

94



October November December January February March April

E
di

ss
 [M

W
h]

0

1

2

3

4

5
Storage thermal dissipations

scheduling policy
Dynamic Programming

October November December January February March April

E
di

ss
 [M

W
h]

0

2

4

6

8

10
CHP startup dissipations

Figure 5.11: Monthly energy dissipations

Accordingly to the analysis conducted above, the beneficial effects of the optimal

DP control policy and its peculiarities can be summarized as follows:

� The Combined Heat and Power system is always chosen as the main source of

thermal power;

� The thermal storage is used to keep the CHP at nominal operating conditions

by absorbing any excess of produced heat. This allows the maximization of the

electric efficiency at the cogenerator;

� An optimal use of the thermal storage also leads to a reduction in the number

of CHP shut off and startup phases, thus avoiding any unnecessary energy

dissipation;

� The Ground Source Heat Pump and the Auxiliary Boiler are eventually used to

cover any residual thermal demands that cannot be otherwise met by the use

of stored energy or with the CHP working at nominal conditions;

� The Air Source Heat Pump is always kept off.

5.5 Conclusions

The evaluation of the optimal control policy for the load scheduling problem presented

in this chapter allowed for the definition of an energetic efficiency benchmark for the

investigated multi-source energy plant technology. Even if the Dynamic Programming
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algorithm cannot be applied for the online optimization of the plant, the knowledge of

the optimal policy allows to highlight the critical issues of the previously developed

rule-based scheduling policies and suggested some modifications for improving its

efficiency.

Moreover, a methodology for evaluating the optimal control strategy may play a

central role even during the design phase of the plant. During the sizing procedute in

fact, the knowledge of the maximum theoretical performance of the plant are essential

to perform a fair comparison between different design parameters combinations (e.g.

the size of the different machines, see Table 5.1), by decoupling the effect that such

parameters have on plant performance from those that the same parameter may have

in determining the sub-optimality degree of a non-optimal management policy. A

size optimization similar to that performed by Barbieri et al. [1], which relies on a

heuristic control algorithm, may in fact lead to the pursue of a certain combination

of design parameters that is more tailored to maximize the optimality of the heuristic

policy itself rather than that of the comprehensive system.

Finally, the optimal control DP formulation and the implementation may be prop-

erly exploited to easily reformulate a Model Predictive Control strategy. If in fact

a shorter optimization horizon (e.g. daily based) is chosen, and prediction models

for the external disturbances are developed, based on data from weather forecast

for atmospheric conditions and historical data for energy demand, it is possible to

iteratively apply the already implemented Dynamic Programming algorithm in a re-

ceding horizon fashion, thus optimizing the daily scheduling. Due to the reduced

number of states and inputs to the plant and the relatively long sample time of the

system, the algorithm would not require any additional simplification for an efficient

implementation.
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Nomenclature

Abbreviations and acronyms

AB Auxiliary Boiler LAES Liquid Air Energy Storage

ABS Absorption Chiller MGT Micro Gas Turbine

AC Auxiliary Chiller MPC Model Predictive Control

ASHP Air Source Heat Pump NOCT Nominal Operative

CAES Compressed Air Energy Storage Cell Temperature

CHP Combined Heat and Power PH(E)S Pump Hydroelectric

COP Coefficient Of Performance (Energy) Storage

DP Dynamic Programming PV Photovoltaic

GHG Green-House Gases STH Solar Thermal Heating

GSHP Ground Source Heat Pump XSHP Generic Source Heat Pump

ICE Internal Combustion Engine

Symbols Subscripts and Superscripts

cdiss dissipation coeff. [−] el electric

E energy [kWh] nom nominal

f energy conversion fac-

tor

[−] th thermal

k time step [−] 0 initial

J objective function [−] ∗ optimal

P power [kW ]

u system input [−]

w external disturbance [−]

x system state [−]

y system output [−]

∆t sample time [hour]

η efficiency [−]

π control policy [−]
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CHAPTER 6

DESIGN AND SIZING OF A HYBRID HYDRAULIC

SOLUTION FOR A MID-SIZE EXCAVATOR

To limit the environmental impact of the various mobile machineries employed in

the construction area, tighter regulations have been introduced, limiting the pol-

lutant emissions and the fuel consumption. Many different technologies have been

consequently developed to improve the energetic efficiency of earth moving systems.

Regarding such topic, the various aspects related to the introduction of a hybrid hy-

draulic solution for energy recovery are investigated in this chapter, focusing on the

case study of a middle size excavator.

The development of an efficient energy recovery subsystem poses different chal-

lenging issues. The effect that both the many conceivable different layout configura-

tion for the hybrid solution, and the sizing of the newly introduced components, have

on the overall efficiency of the plant must be properly assessed. Finally, the introduc-

tion of a new subsystem introduces some additional degrees of freedom to the plant,

due to the possibility of actively control the energy recovery procedure. A proper

methodology must be therefore developed to assess the effective potential of each

one of the proposed layouts, to correctly guide the choice of the manufacturer; as the

performance of the control policy adopted to manage the energy recovery system may

greatly affect the achieved fuel reduction, a tool to estimate the optimal management

policy must be first developed. If in fact the control strategy is not able to guarantee

the optimality of the plant management process, the comparison between different

solutions may be distorted by the sub-optimality degree of the adopted control policy,

which may favour the energy recovery procedure only for certain plant layouts and

size configurations.

To obviate to this issue, a methodology that takes advantage of the Dynamic Pro-

gramming algorithm illustrated in Chapter 4.2 is developed to assess the maximum

performance that can be achieved with each different excavator configuration, remov-

ing any bias deriving from the implementation of a suboptimal control strategy. Based

on a previously developed detailed model of the plant, a simplified control-oriented
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one is developed and used to implement the Dynamic Programming algorithm. The

procedure is used to estimate the performance of four different hybrid layouts based

on the predicted fuel economy improvements over a regulated working cycle which

depicts a typical operating maneuver for the investigated machinery.

6.1 Introduction

In the traditional mobile construction machinery layout, an internal combustion en-

gine provides the primary source of energy to the plant. The mechanical energy at

the engine shaft is then directly transformed into hydraulic elastic pressure energy

by means of a pump. This solution allows to exploit the higher power densities

achievable with the hydraulic layout, while maintaining a usage flexibility rather un-

obtainable with a mechanical powertrain. In this typical layout, the engine is usually

kept at constant nominal speed, to maximize its efficiency, and all the users are man-

aged by means of a complex hydraulic circuit which is designed to ensure the desired

drivability performance.

With the introduction of tighter regulations for the reduction of environmental

pollution from construction machineries, many solutions have been developed by the

manufacturers. Due to the fact that the hydraulic circuit represents the most complex

and articulated part of the system and is responsible for the management of the energy

flow, all the research focuses on improving this part of the system. The benefits

on energy efficiency related to the improvement of the single hydraulic components

(pump, valves, actuators), achieved by the reduction of mechanical losses and the

enhancement of the flow characteristics, have been almost maximized. For this reason

the research on mobile machinery energetic improvement moved towards a systematic

point of view, where the entire process is viewed and optimized as one, accounting

for the interaction between the different components.

The improvement of valve controlled systems and the decentralization of the hy-

draulic power production represent the two ways adopted to improve the overall

efficiency of the system. An example of the former approach can be found with

digital hydraulic systems, using on-off valve technologies [17] or with the develop-

ment of independent metering configurations [18]. These solutions maintains the

single pump/multiple actuators layout but operates a redesign of the flow control

procedure which, while maintaining the drivability performance of classic hydraulic

solutions (e.g. load sensing), allows for a more efficient management of the energy

flows, thus reducing the various losses. The decentralization approach on the other
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hand bases the reduction of flow throttling losses on a complete redesign of the en-

tire engine-to-actuators process. Ivantysynova et al. [7, 22], for example, conceived a

power split hydraulic powertrain that avoids the flow throttling related to the motion

control typical of load sensing architectures by introducing a system of multiple vari-

able displacement pumps, one for each actuator, each controlled to produce only the

desired amount of flow at the right pressure. Inderelst et al. [14] proposed instead the

introduction of multiple hydraulic transformers to control the linear and rotational

movements of the actuators.

The adoption of energy recovery technologies represents another interesting option

for the efficiency improvement in mobile machinery equipments. As both the kinetic

energy from rotating parts (e.g. turrets) and the gravitational energy from excavator

tools is usually dissipated during the braking and lowering phases, the integration of a

suitable accumulator system represents a promising solution to recover this otherwise

wasted energy and use it to reduce the load to the thermal engine during future system

operations. Both hydraulic accumulators [11] or battery supplied electric generators

[16] are actually used for the development of energy recovery systems. Electrical

hybrid solutions for construction machineries have been widely investigated [19, 21] as

they offer great usage flexibility and high energy densities. Hybrid hydraulic recovery

on the other hand provide a low cost solution and offer higher power density, allowing

for a more effective energy recovery from applications, such excavators, involving fast

movements and high inertias, proving to be perform in this case better than electrical

based solutions [9].

With the introduction of regenerative systems, an additional problem is intro-

duced, related to the definition of the correct strategy for the energy recovery and

reutilization process, able to maximize the fuel consumption reduction that can be

achieved. Many different approaches have been followed to define the correct energy

management strategy for hybrid hydraulic solutions. Simple rule based solutions

represent a simple and effective approach that, if properly calibrated, provides ef-

fective control algorithms. As an example, Hui et al. [12] developed a rule based

torque control strategy for the management of the energy recovery procedure from

hydraulic/electric hybrid heavy vehicles. Kim et al. [15] used the results from a Dy-

namic Programming based optimization of a compound hybrid excavator to enhance

the performance of another simple rule based excavator, by exploiting the results

deriving from the knowledge of the optimal system management strategy. More com-

plex approaches, exploiting tools based on optimal control theory where also followed.

Deppen et al. [8] for example developed a Model Predictive Controller for the optimal
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energy management of a hybrid hydraulic vehicle based on a linear approximation of

the system and the simplifying assumption that the future driving cycle is constant

during the short optimization horizon. A more advanced implementation of the MPC

methodology was performed by Feng et al. [10] who developed a Markov chain model

for a stochastic estimation of future driving conditions on an hybrid hydraulic vehicle.

Bender et al. [1, 2] still focused on the development of a driving prediction model to

aid the energy management optimization process, but based their algorithm on the

iterative learning of the vehicle driving profiles.

In the present chapter, the development of an hybrid hydraulic energy recov-

ery system for a middle-size, load-sensing drive, hydraulic excavator is investigated,

analyzing the fuel consumption reduction performance provided by four different hy-

bridization layouts. As mentioned before, the introduction of an energy recovery

system requires the parallel development of a suitable control strategy able to guide

the process. The scope of this chapter on the other hand is not that of defining an

on-line implementable control strategy but is rather that of comparing different cir-

cuital solutions for the development of a regenerative application. It is clear however

that the definition of the optimal layout cannot be carried out regardless of the eval-

uation of the associated optimal control strategy, as the sub-optimality degree that

may be introduced by a non-globally optimal policy can distort the comparison, by

penalizing a solution that perhaps is just badly managed. To obtain a fair estima-

tion of the true potentiality of each solution, a deterministic Dynamic Programming

algorithm is first exploited to obtain the guaranteed optimal control strategy for the

plant. While this approach is clearly unfeasible for an online implementation, as it

requires the knowledge of the future driving cycle conditions, it represents a valuable

tool to derive a benchmark for the performance achievable from a particular solution.

In the following, a mathematical model of the system, developed to represent

both the basic configuration and the different hybrid layouts, is briefly described.

As this original detailed model is not suitable for the implementation of the DP

algorithm, a simplified one is first developed and compared to the original. Then,

a deterministic formulation for the dynamic optimization of the fuel consumption

reduction is conceived and a procedure for evaluating the optimal control policy for

each layout configuration is derived. Finally, based on a Design of Experiment (DoE),

the various solutions are sized and compared.
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6.2 Excavator layout and test cycle

The middle size excavator taken into account for this study is based on the typical

hydraulic machinery layout which can be roughly divided in three parts [13]:

1. A fluid power generation system transform the mechanical power output from

an ICE into hydraulic power;

2. A valve block controls the flow of pressurized fluid towards the different end

actuators;

3. Hydraulic linear actuators and motors operates the different excavator tools by

converting the hydraulic power back into mechanical.

The digging tool layout (Figure 6.1) is that typical of trench excavation proce-

dures and is composed of a boom, an arm, and a bucket, with the relative hydraulic

actuators.

Figure 6.1: Excavator tools configuration for trench digging procedures

The excavator hydraulic circuit is based on the well-established Load-Sensing (LS)

architecture [20], where the highest pressure required from the parallel hydraulic

drives, named load sensing pressure pLS, is detected and fed back to the pump.
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Especially designed hydraulic compensators will in turns adjust the pump delivery

pressure pD to maintain a certain pressure margin ∆pLS against the load pressure

pLS. This is usually achieved by exploiting a variable displacement pump, which is

able to adjust its flow output to obtain the desired deliver pressure.

The main benefit from the adoption of an LS architecture lies in the possibility

of achieving excellent drivability performance with the adoption of just a simple

calibrated hydraulic valve. As the velocity of an actuator is in fact related to the flow

directed towards the component, it is evident that the ability to precisely control such

flow ensures the achievement of the desired drivability performances. To understand

how the LS architecture grants this, it is necessary to refer to Bernoulli’s equation

for the flow V̇ through an orifice under quasi-steady conditions:

V̇ = cd Ω

√
2∆p

ρ
(6.1)

where cd is a discharge coefficient, Ω is the flow section, ∆p is the pressure difference

across the orifice, and ρ is the fluid density.

Given that the operator can actively adjust the flow section Ω by opening or

closing the orifice, if a constant ∆p is maintained (thanks to the LS system), then the

operator has the complete control over the amount of fluid flowing through the orifice,

as all the other terms in the equation are constant. From an energetic viewpoint, the

the LS architecture provides additional benefits if compared to the simpler fixed

pump pressure solution, as it allows the pump to operate to a pressure which is just

marginally higher to that required from the user. Moreover, if (as usual) a variable

displacement pump is adopted, it is possible to exactly match the flow required from

the actuator to that generated by the pump itself, thus avoiding the throttling losses

otherwise associated to the lamination of the excessive flow produced by a fixed

displacement pumps.

While in its basic conception the LS solution is limited to the control of one single

actuator, it can be easily expanded to fit the case of multiple parallel users. If the

maximum load pressure is detected and set as the load sensing target, it is possible to

control the corresponding actuator in the usual load sensing fashion and adjust the

pressure difference across the remaining orifices by means of hydraulic compensators,

which laminates the fluid to retain the controllability even on the secondary loads.

This procedure however, even if fairly simple from a technological point of view,

presents the main drawback of increasing the throttling losses.
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A detailed ISO schematic representation of the hydraulic load sensing circuit of

the excavator is depicted in Figure 6.2.

ICE

AUX

BOOM ARM BUCKET SWING

 
Pump and compensators

Directional valves

Actuators

Figure 6.2: ISO scheme for the standard excavator configuration

To evaluate the energetic efficiency of the hydraulic excavator into its standard

configuration and assess the possible benefits from the introduction of a hybrid hy-

draulic recovery system, the definition of a proper test cycle is required. A reference

test procedure is derived from the Japanese technical standard JCMAS H020:2007

which is based on a schematic representation of a typical trench excavation procedure.

Four different working phases are accounted: trench digging, soil levelling, straight

travelling (back and forward), and low idling standby. To limit the effect of operator

behaviour and environmental conditions, the test cycle is performed without any soil

interaction, lifting an empty bucket, and with all the hydraulic functions at maximum
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speed. While this represents an excessive simplification of the digging procedure, it is

on the other hand the only effective way to ensure the repeatability of the procedure.

Given the profile of the excavation procedure illustrated in the JCMAS standard,

reference position trajectories for the different actuators of the excavator (boom,

arm, bucket, and turret) are obtained. Moreover, as the straight travelling and idling

standby phases account only for 1/4 of the entire procedure and are not affected by the

behaviour of the energy recovery system, they are neglected in the following analysis.

6.3 Excavator model

A detailed physical based lumped parameter model for the simulation of the exca-

vator dynamics has been developed during the years (see [3–6]) and implemented

into the AMESim®environment. This detailed approach, while providing excellent

correlations to experimental data, cannot be properly used for the development of

a control algorithm, due to the excessive number of states required to describe the

system and the high complexity of the model. A simplified version of the excavator

model has been therefore developed, based on a quasi-static approximation of the

hydraulic dynamics. Moreover, the detailed model is based on a “direct causality”

representation of the process which, while consistent with the physical reality, has

the downside of introducing some additional degrees of freedom that should be ac-

counted in the development of the controller. To further reduce the complexity of

the problem, an “inverse causality” approach is followed when deriving the simplified

model for the plant. The distinction between direct and inverse causality will become

clearer once the models are properly introduced.

6.3.1 Direct causality model

In the following paragraphs, the direct causality models developed for the simulation

of the different components of the excavator are briefly described. These models rely

on a set of differential equations simulating the pressure rise dynamics in the various

hydraulic components and the mechanical dynamics of the moving parts (from valve

spools positions to engine shaft speed and excavator tools velocities).

Pump and compensators The excavator equips an axial piston variable displace-

ment pump which is primarily modelled as a simple flow generator. The instantaneous

displacement of the pump, Vd, is geometrically related to the swash plate angular po-

sition α. Volumetric and mechanical-hydraulic efficiency, ηv and ηmh, have been
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experimentally determined according to the ISO 4409:1986 standards and correlated

through a black box approach to pump speed n, swash plate position α, and pump

delivery pressure pD. Pump outlet flow V̇p can be calculated as:

V̇p = ηv(pD, α, n) · Vd(α) · n
60

(6.2)

where ∆p is the pressure difference between pump inlet and outlet sections. The

torque Tp that the pump applies to the engine shaft is:

Tp =
∆p · Vd(α)

2π
· 1

ηmh(pD, α, n)
(6.3)

The angular position of the swash is controlled by three compensators, which mod-

ulates the outlet flow from the pump to obtain the desired value of delivery pressure.

The first one is a pressure compensator (PC) and acts as a relief valve by limiting

the maximum system pressure. The second one is a flow compensator (FC) which

ensures that the desired pressure margin ∆pLS is established between pump delivery

and load-sensing line. The third one is a torque limiter compensator (TL) which

reduces the actual pressure margin ∆pLS if the torque required to the engine exceeds

a certain value. The three compensators are modeled following a lumped parameter

approach relying on geometrical data provided by the manufacturer, which are used

to develop detailed component sub-models inside the AMESim®environment. These

sub-models accounts for the various chambers and flow areas in the compensators by

means of two sets of equations, one for the fluid-dynamic part (FDM) and one for

the mechanical geometrical part (MGM) of the component. The first calculates the

pressure inside the actuators chambers, given the flow rates in the actuators, while

the second evaluates the spool position given the acting forces. As the detailed de-

scription of the compensator models and their validation is outside the scope of this

thesis, the interested reader is referred to [3]. The overall effect of the compensators

is to generate a pressure, pact, which can be correlated to the pump delivery pressure

pD and the load sensing pressure pLS. The actuator pressure thus generates a torque

on the swash plate which tends to increase the pump displacement.

The position of the pump swash plate is evaluated from the mechanical equilibrium

equation:

JEQα̈ + cα̇ =
N∑

n=1

Tn + Tact (6.4)

where JEQ is the swash plate inertia, Tn is the torque applied from each of the N
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different pump cylinders, c is a viscous friction coefficient, and Tact is the torque

deriving from the action of the compensators. Thanks to an experimental campaign

[6], it was possible to estimate the value of the viscous friction coefficient and a black

box correlation between the overall cylinders torque and pump delivery pressure,

rotational speed, and swash plate position.

To derive pump delivery pressure, mass conservation equation is applied to a

control volume at the outlet of the component, once the flow rate directed toward the

valves, V̇valves, is known. Figure 6.3 depicts a schematic of the comprehensive pump

model.

flow 
characteristics

swash plate 
equilibrium

compensators

CV

Pump

n
Dp

pV

valvesV



LSp

actp

Figure 6.3: Pump direct causality model

Directional valves The equipped load sensing flow sharing valve block (Walvoil®)

is composed of a multiple number of identical sections, one for each actuator in the

excavator. Figure 6.4, depicts the ISO schematic of a single section of the valve block.

The generic valve section i connects the two ports Ai and Bi of the corresponding

hydraulic actuator to respectively the pump delivery section, P , and the tank, T .

When the operator of the excavator controls a particular movement of the machine,

he controls the position xi of a spool which determines the metering area in the

corresponding section of the valve block.
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Figure 6.4: Flow control valve ISO scheme

During the functioning of the excavator, the valve block detects the load pressure

from the actuator section connected to pump delivery, and sends that signal to the

load sensing line, LS. If the pressure detected is the higher among all the actuators,

the pump establish the right load sensing pressure margin ∆pLS across the valve block

metering section. Otherwise, an higher pressure difference is established, based on

the load from the most burdened actuator, and a compensator laminates the flow in

the valve block to restore the desired pressure difference across the metering area.

Thanks to the compensated LS architecture, the fluid flowing through the metering

section (and therefore the velocity of the corresponding excavator part) is uniquely

determined by the position of the spool (as depicted in Equation 6.1) in both the

cases, and the driver has the complete control over the operation.

As the total amount of flow requested to the pump may exceed the maximum

deliverable, the valve block incorporates a flow sharing mechanism which, under such

circumstances, reduces the pressure margin across all the orifices, by additionally

laminating the fluid, and thus ensures that drivability is maintained. In this case

the flow rate is evenly reduced in each section and the proportionality between spool

position and the flow rate is retained.

Except for the turret, which equips a rotary motor, all the other actuators are

equipped with linear hydraulic cylinders and for that reason an asymmetry between

the conditions at ports A and B is always present, due to the different areas at the

two piston extremities due to the presence of the rod. At each section i, the following

nomenclature is adopted to define the four metering flow sections:
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� APA,i(xi) for the section connecting pump line to port A;

� APB,i(xi) for the section connecting pump line to port B;

� AAT,i(xi) for the section connecting port A to the tank;

� ABT,i(xi) for the section connecting port B to the tank.

Obviously only the couple APA,i(xi), ABT,i(xi) or the couple APB,i(xi), AAT,i(xi)

are open at the same time. Due to the different conditions at the outlet ports, each of

the four different sections connecting the P and T ports to the A and B ports presents

a different functional relationship with the spool position xi, which is defined by the

valve manufacturer.

During both the active phases and passive phases, the pump has to generate a

certain amount of power to move the corresponding tool. While this is obvious for the

active phase, when for example a load has to be raised, it would seem reasonable that

during the passive lowering phase, the gravitational force would be sufficient to drive

the tool down, without any request of energy from the pump. However, to maintain

a perfect control on the tools, for both drivability and safety conditions, the free

gravitational assisted lowering is not pursued. On the contrary, a counter-pressure is

generated on the line returning to the tank by properly defining the corresponding

flow section AxT (xi) so that a large lamination of the flow occurs. A positive pressure

is therefore always detected by the load sensing line and the pump has to spend

energy in both the lowering and rising phases.

The developed valve model relies on detailed geometrical data from the manu-

facturer and is based on a white box approach similar to that used for modelling

the pump compensators. For a detailed explanation of the model and its validation,

the reader can refer to [4]. For each section of the valve block, the flow rate com-

ing from the pump and directed to the corresponding actuator, V̇valve,i, and the flow

rate coming from the corresponding actuator and directed to the tank, V̇tank,i, are

calculated, together with the flow to the respective load ports, V̇A,i and V̇B,i. The

computation is based on the knowledge of the metering spool position xi (defined

by the operator), the pump delivery pressure pD, the load sensing pressure pLS, and

the pressures from the corresponding hydraulic actuator sections pA,i and pB,i. This

evaluation is carried out for each valve section and the total flow rate required to the

pump, V̇valves, is equal to the algebraic sum of every section flow rate, V̇valve,i. Figure

6.5 depicts the simplified schematic model of each valve section.
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Figure 6.5: Valve section direct causality model

Kinematics and actuators Excavator front tools (boom, arm, and bucket) are

modelled with the help of AMESim®Planar Mechanics library, which accounts for

the components geometry and inertia and calculates the movement (position yi and

velocity ẏi) deriving from the application of a certain force Fi. This force is applied

to each tool by means of a linear hydraulic actuator, also modeled with the aid of

AMESim®, following the schematic depicted in Figure 6.6. Given the flow rates input

from the corresponding valve section V̇A,i and V̇B,i, the actuator model evaluates the

pressure in both sides of the actuator pA,i and pB,i, and the force Fi.

The swing motion of the turret is simulated in an similar manner, with the only

difference that the component is moved by means of a rotary motor.

Linear (rotary)
actuator

Component 
inertia

iB,iA, ,VV 

Kinematics

 ii
y 

 iiy 

 iTFi

iBiA pp ,, ,

Figure 6.6: Kinematics and actuators direct causality model

The kinematics model is not able to simulate the interaction with the soil and can

only be used to simulate excavator free movements. A more detailed description of

the kinematic model of the excavator can be found in [3].
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Internal combustion engine The internal combustion engine (ICE) is the prime

energy source for the entire excavator system. A simple black box approach is adopted

to model the component, whit the torque Teng generated from the engine evaluated

as a function of the engine speed n and the injected fuel flow rate ṁfuel (see Figure

6.7).
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Figure 6.7: Steady state correlation for the ICE torque production

The speed n is then obtained from the dynamic equilibrium at the shaft connecting

the engine to the pump:

Jeng
30

π
ṅ = Teng − Tp (6.5)

with Jeng the equivalent inertia of the whole ICE-pump system.

A PI controller, calibrated to recreate the dynamic performance guaranteed by

the manufacturer, adjusts the amount of fuel injected in the engine to ensure that a

constant reference speed ntarget, equal to 2200 rpm, is tracked. The schematic model

of the ICE and shaft inertia is depicted in Figure 6.8.
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Figure 6.8: Internal combustion engine direct model

Comprehensive excavator model and cycle simulation The models presented

in the previous section are assembled to obtain the comprehensive excavator model

depicted in Figure 6.9. To track the profiles from the JCMAS duty cycle, a set of

PI controllers is introduced to mimic the actions of an operator, who adjusts the

position of the various spools depending on the error between actuators real and

reference positions.
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Figure 6.9: Comprehensive excavator direct causality model
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The comprehensive excavator model is used to simulate the active phases of the

JCMAS trench digging cycle. The derived profiles of actuators position and forces

are shown in Figure 6.10 (digging operation) and Figure 6.11 (levelling operation).

Note that during the levelling operation, neither the bucket nor the turret are moved.
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Figure 6.10: Actuators position and resulting forces during the digging transient
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Figure 6.11: Actuators position and resulting forces during the levelling transient

6.3.2 Inverse causality simplified model

To efficiently implement a control algorithm, it is worth to eliminate all the non-

essential dynamics from the plant model. This is especially true if the Dynamic

Programming algorithm is to be used, as the high number of states in the detailed

excavator model (e.g. the pressures in all the valves orifices) would rapidly lead the

computational and memory cost of the optimization up to values unsuitable for any

calculator (see the so-called “curse of dimensionality”, Section 4.2.3). To obviate

this, a reduced complexity model has been developed, neglecting all the non-essential

dynamics of the excavator, and reducing the entire excavator representation (in its

basic configuration) to a set of algebraic sub-models. This procedure is justified

by the fact that the dynamics of the hydraulic components are significantly faster

than those associated to the motion of the excavator and the regenerative system to

be added, which are the only one relevant for a dynamic description of the energy

recovery process.

Moreover, the detailed model embeds two sets of PID controllers, one for the

torque generation in the ICE (which adjusts the injected fuel to match a target en-

gine speed), and one which simulates the behaviour of the operator, who controls the

position of the spools in the valve block to follow the prescribed cycle trajectories.

As mentioned before, this approach relies on what is called a “direct causality” repre-

sentation of the phenomena, where some actions are taken as a delayed consequence
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to the system dynamic response. While consistent with the physical reality, this in-

troduces both additional degrees of freedom and additional states to the system (e.g.

the integrators and buffers in the PID controllers). To further simplify the problem

formulation, these decision processes are now taken based on an “inverse causality”

model, which relies on the hypothesis that the real trajectories (i.e. engine speed

and excavator tools position) are perfectly tracked so that the value of the decision

parameters (i.e. injected fuel and valve positions) can be known instantly, based on

a quasi-static dynamic equilibrium at the components. This approach leads to an

inversion of the causality of the models, which will be henceforth referenced to as

“inverse causality” models.

The different inverse causality sub-models are described in the following para-

graphs; the order in which the models are presented follows the causality strategy

adopted in describing the system.

Kinematics and actuators Assuming that transient profiles depicted in Figures

6.10 and 6.11 are perfectly matched, the speed vi = ẏi and the force Fi at the generic

actuator i are known for the entire working cycle. For the generic linear piston types

actuators, the flow rate to the two different ports of cylinder can be expressed as:

V̇A,i = AA,i · vi
V̇B,i = −AB,i · vi

(6.6)

(6.7)

where AA,i and AB,i are the hydraulic piston areas at the two different piston sections.

Chamber pressures are defined according to the sign of piston velocity vi, based on

the following equations:





pB,i = pC,i

pA,i =
Fi
AA,i

+ pB,i ·
AB,i
AA,i

if vi ≥ 0

pA,i = pC,i

pB,i = − Fi
AB,i

+ pA,i ·
AA,i
AB,i

if vi < 0

(6.8)

where pC,i is a counter pressure due to resistance introduced by the outlet orifice of

the valve section controlling the device.

For the turret hydraulic motor, the correlations are symmetrical and based on the
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sign of the angular velocity ωi = θ̇i. If ωi > 0, i.e. the rotation is clockwise, flow rates

and pressures are evaluated following:

V̇A,i =
ω · Vd
ηv

V̇B,i = −V̇A,i
pB,i = pC,i

pA,i = pB,i +
Ti · 2π
Vd · ηmh

(6.9)

(6.10)

(6.11)

(6.12)

where Vd is the motor displacement, ηv and ηmh are respectively the volumetric and

mechanical-hydraulic (constant) efficiencies, and Ti is the torque applied to the turret

during the working cycle (Figure 6.10). If the rotation is counterclockwise (ωi < 0),

the subscripts A and B are switched.

Linear (rotary)
actuator

iB,iA, ,VV 
 iiv 

 iTFi

iBiA pp ,, ,
iCp ,

Figure 6.12: Actuators reverse causality model

Directional valves Valve sections reverse causality model depends on the sign of

volumetric flow rate V̇A,i towards the actuator. If V̇A,i is greater than zero, then

section Ai is connected to the pump line P , and section Bi is connected to the tank

line T . The following correlations are adopted in this case:

V̇valve,i = V̇A,i

V̇tank,i = −V̇B,i
pLS,i = pA,i

(6.13)

(6.14)

(6.15)

Moreover, the knowledge of the pump to actuator flow, V̇valve,i, allows to determine

the pump to port Ai flow area from Bernoulli’s equation for steady flows (Equation

6.1) as:
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APA,i(xi) =
V̇valve,i
cd

√
ρ

2∆pLS
(6.16)

Once the metering section APA,i(xi) is known, it is possible to determine the posi-

tion of the spool, xi, by simply inverting the correlation provided by the manufacturer.

From the knowledge of spool position it is now possible to derive the counter-pressure

pC,i at port Bi, still exploiting Bernoulli’s Equation 6.1:

pC,i = pT +
V̇tank,i · ρ

2 · c2
d · A2

BT,i(xi)
(6.17)

where pT is the tank pressure.

If on the other hand V̇A,i is lower than zero, the following correlations are used:

V̇valve,i = V̇B,i

V̇tank,i = −V̇A,i
pLS,i = pB,i

APB,i(xi) =
V̇valve,i
cd

√
ρ

2∆pLS

pC,i = pT +
V̇tank,i · ρ

2 · c2
d · A2

AT,i(xi)

(6.18)

(6.19)

(6.20)

(6.21)

(6.22)

Finally, the load sensing signal sent to the pump and the total flow rate from the

pump to the valves are evaluated as follows:

pLS = max{pLS,i}

V̇valves =
N∑

i=1

V̇valve,i

(6.23)

(6.24)

valve section iLSp ,iBiA pp ,, ,

ix
iBiA VV ,, , 

itank,ivalve, ,VV 

iCp ,

Figure 6.13: Valve section reverse causality model

120



Pump and compensators Following a quasi-steady approach, the pump outlet

flow V̇p is set equal to the flow toward the valves, V̇valves, while pump delivery pressure

pD and the pump differential pressure ∆p can be evaluated by means of the following

simple algebraic equations:

pD = pLS + ∆pLS

∆p = pD − pT
(6.25)

(6.26)

As pump speed n is assumed constant, it is possible to derive the pump torque

Tp by inverting Equations 6.2 and 6.3, as:

Tp = Tp(∆p, pD, V̇p, n) (6.27)

Finally, given the desired load sensing margin ∆pLS,target, the maximum permitted

system pressure pmax and the maximum pump torque Tmax, it is possible to estimate

the real margin ∆pLS achieved, due to the effect of the compensators, as follows:

∆pLS =





∆pLS,target if pD < pmax & Tp < Tmax

pmax − pLS if pD ≥ pmax

∆pLS,target −∆pLIM(V̇p, pLS, Tp) if Tp ≥ Tmax

(6.28)

The schematic of the reverse causality model of the pump and compensators is

depicted in Figure 6.14.
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Figure 6.14: Pump and compensators reverse causality model
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Internal combustion engine Assuming that the engine controller can always keep

the engine speed at the constant reference value, the torque delivered by the engine

equals that required from the pump (Teng = Tp) and the corresponding fuel mass flow

rate ṁfuel is obtained by inverting the correlation used in the direct ICE model (see

Figure 6.7). The schematic of the inverse model is depicted in Figure 6.15.

ICE
pT fuelm

n

Figure 6.15: ICE reverse causality model

Comprehensive inverse causality model and validation Figure 6.16 depicts

the complete model of the basic excavator layout in the reverse causality representa-

tion. The model is implemented into the Simulink®environment and is used as the

basis for the implementation of the deterministic Dynamic Programming algorithm.
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Before proceeding to the modelling of the hybrid configurations, the inverse causal-

ity model has been firstly used to simulate the JCMAS cycle with the standard exca-

vator configuration and the results were compared to those from the direct model, to

assess the validity of the simplifying assumptions. Figure 6.17 reports the comparison

between the predictions from the direct and inverse causality models regarding pump

flow rate, pump pressure, engine torque, and fuel consumption. Despite the quasi-

steady simplification, the overall estimated fuel consumption differs for less than 1%

between the two simulations.
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Figure 6.17: Direct and reverse causality models comparison
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6.4 Hybrid layouts

The four conceived hybrid hydraulic configurations for energy recovery are presented

in this section. While many different combination and solutions may be developed

for the depicted layout, the present investigation focuses on solutions exploiting the

energy recovery from the boom and the turret. As these components have the higher

inertias, they are the natural candidates for the implementation of an energy recovery

mechanism. All the four proposed layouts use a bladder type hydraulic accumulator

which intercepts the flow directed towards the tank from the boom or the turret,

and stores the available hydraulic energy. A fixed displacement external gear hy-

draulic motor is then equipped in a series configuration with the pump. This motor

uses the pressurized fluid in the accumulator to generate a torque which relieves

the load request to the ICE. Both the accumulator and the motor are simulated

inside the direct causality model by means of built-in components sub-models from

the AMESim®library. A brief description of the reverse causality recovery system

sub-models is instead given below.

Hydraulic accumulator The hydraulic bladder type accumulator is used to re-

cover the energy from the lowering phase of the boom and the braking of the turret.

The accumulator is pre-charged with gaseous nitrogen, whose compression is simu-

lated using the adiabatic ideal gas law:

pg · V γ
g = const (6.29)

with Vg the volume of the gas in the accumulator, pg its pressure, and γ the adiabatic

index for an ideal diatomic gas (γ = 1.4).

The following simplifying hypothesis are assumed about the conditions in the

accumulator:

� the gas and the hydraulic fluid are always under quasi-steady mechanical equi-

librium conditions, i.e. pacc = pg, with pacc the pressure of the hydraulic fluid

inside the accumulator;

� the total volume of the accumulator, Vtot, is occupied by the nitrogen gas and

the hydraulic fluid, i.e. Vtot = Vg + Vhyd;

� from mass conservation equation for the hydraulic fluid, the rate of change of

the fluid contained inside the accumulator is equal to the net incoming flow, i.e.
dVhyd
dt

= V̇acc,in;
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� the accumulator is adiabatic, i.e. no heat transfer towards the environment is

accounted.

Thanks to the hypothesis above, it is possible to differentiate Equation 6.29 and

obtain the following dynamic model for the hydraulic accumulator:

dpacc
dt

= γ · pacc
Vtot − Vhyd

· V̇acc,in (6.30)

Hydraulic motor The hydraulic motor model relies on the basic quasi-steady ap-

proach for simulating fixed displacement machines. Both the volumetric and mechan-

ical hydraulic efficiencies of the machine are in this case assumed constant. The flow

rate elaborated by the machine V̇m and the torque produced Tm are equal to:

V̇m = ηv · Vd ·
n

60

Tm =
∆p · Vd
ηmh · 2π

(6.31)

(6.32)

6.4.1 Hybrid layouts configurations

A brief description of the four layouts, named respectively A, B, C, and D, is reported

below, along with a schematic representation of the associated inverse causality model.

Table 6.1 reports a summary of the main aspects of each layout.

Table 6.1: Energy recovery layouts

Configuration
name

Actuators used for
energy recovery

Number of
accumulators

A Boom 1
B Turret 1
C Boom, Turret 1
D Boom, Turret 2
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Hybrid layout A The first hybrid layout, whose ISO hydraulic schematic layout is

depicted in Figure 6.18, is conceived to recover energy from the boom lowering phase.

A digital ON/OFF control valve u1 is used to eventually bypass the line from boom

outlet to tank towards the hydraulic accumulator. Another digital ON/OFF valve

u2 is used to feed the hydraulic motor with the pressurized fluid. Finally, a pressure

relief valve is also introduced to limit the maximum pressure in the hydraulic storage.

To decouple the boom discharge port from the pressure inside the accumulator and

retain the controllability on the lowering phase, a variable flow control orifice (VCO)

is placed between the tool and the accumulator. The VCO spool displacement is

proportional to the main spool position xboom in the boom control valve section.

ICE

AUX

BOOM ARM BUCKET SWING

u1

u2

VCO(xBOOM)

 

ACC

Figure 6.18: ISO schematic for hybrid layout A
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The reverse causality model for the hybrid layout A is based on the effect that

the two ON/OFF valves have on the fluid flowing towards and from the accumulator.

If u1 = 0, the flow from the boom discharge port (from now on associated to port

A) is directed to the tank and the usual basic model applies. If on the other hand

the valve is open (u1 = 1) the flow V̇A is directed to the accumulator and a different

counter-pressure p′C is present at boom port A, defined by the VCO characteristic as

follows:

p′C = pacc +
V̇A · ρ

2 · c2
d · A2

V CO(xboom, dEQ)
(6.33)

where AV CO is the VCO flow area which depends on the spool position xboom and the

VCO equivalent diameter dEQ.

The second valve controls the flow from the accumulator to the motor, equal to

zero if the valve is OFF (u2 = 0), and equal to the flow V̇m from Equation 6.32 if

the valve is ON (u2 = 1). Moreover, when u2 = 0, the pressure difference across

the motor is null and no torque is produced, while if u2 = 1 the pressure difference

is ∆p = pacc − pT and the torque generated can be evaluated by means of Equation

6.32. The resulting reverse causality model for hybrid configuration A is depicted in

Figure 6.19.
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Figure 6.19: Hybrid layout A reverse causality model
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Hybrid layout B The second hybrid layout is conceived to recover energy from the

swing braking phase. In this case there is no need for an active control of the recovery

phase as the procedure can be solely based on the position of the turret spool xturret.

A digital ON/OFF control valve u1 is still present to manage the energy reutilization

process by controlling the flow from the accumulator to the hydraulic motor. The

ISO schematic of hybrid layout B is depicted in Figure 6.20.
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Figure 6.20: ISO schematic for hybrid layout B
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The schematic of the reverse causality model for the simulation of hybrid layout

B is depicted in Figure 6.21.
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Figure 6.21: Hybrid layout B reverse causality model
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Hybrid layout C The hybrid layout proposed in configuration C is a combination

of layouts A and B, conceived to accumulate the energy recovered from the boom

lowering and the turret braking into a single accumulator. A digital ON/OFF valve

u1 controls the flow from the boom, while the recovery from the turret is automated.

A second digital ON/OFF valve u2 manages the operation of the hydraulic motor.

Figure 6.22 depicts the ISO schematic of the hydraulic circuit used in layout C.
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Figure 6.22: ISO schematic for hybrid layout C
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Hybrid layout D As for the hybrid layout C, the layout D is conceived as a

combination of the first ones. In this case however, two accumulators are adopted,

one for each actuator. Four different control actuators are now necessary: the first

one, u1 controls the recovery from the boom actuator; the second one, u2, controls

the access to the input port of the hydraulic motor; the third and fourth ones, u3

and u4, controls the connection between valve u2 and the two accumulators. The

ISO schematic of this solution is depicted in Figure 6.23.
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Figure 6.23: ISO schematic for hybrid layout D
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6.4.2 Hybrid layout sizing

Parallel to the determination of the optimal layout configuration, a comprehensive

comparison would also require the proper sizing of the energy recovery components

introduced. Three parameters affecting the behaviour of the hybridized solution have

been identified, namely:

� the volume of the bladder accumulator Vtot;

� the minimum working pressure for the accumulator, pmin, equal to the pre-

charge pressure;

� the equivalent hydraulic diameter dEQ of the VCO.

The sizing of these components is carried out by means of a DoE (Design of

Experiment) procedure, which will allow the identification of the optimal combination

of these parameters. The sizing optimization is carried out for layouts A and B, and

the results obtained for these configurations will guide the sizing for layouts C and

D. The search ranges for each of the three parameters are summarized in Table 6.2.

Table 6.2: Range for the DoE parameters based on the hybrid configuration

Layout
A B

Parameter
Vtot [L] [2.5, 4, 5, 6, 10] [2.5, 4, 5, 6, 10]
pacc [bar] [10 : 5 : 50] [10 : 10 : 100]
dEQ [mm] [1 : 0.5 : 8] [——]

6.5 Dynamic Programming control algorithm

The development of the hybrid layouts for the energy recovery procedure introduced

some alternative degrees of freedom to the problem, i.e. the trajectories of the digital

valve controls ui during the working cycle. The management of these inputs greatly

affects the performance of the excavator with respect to the achieved fuel consumption

reduction, as they actively control the process of energy recovery and reutilization.

It is clear now why, to obtain a fair comparison between the four different layouts,
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the knowledge of the optimal valve control trajectories is essential. To this extend,

the reference maximum fuel consumption reduction connected to each layout and size

configuration is estimated based on the optimal digital valve trajectories u∗i obtained

by means of the Dynamic Programming algorithm.

To apply the deterministic DP procedure, the reverse causality equations describ-

ing the different excavator layouts are first discretized with a sample time ∆t of 0.01

s. Then, these equations are easily rearranged in the form the following state space

representation:




x(k + 1) = f

(
x(k), u(k), w(k)

)

y(k) = g
(
x(k), u(k), w(k)

) (6.34)

with the vector x representing the state of the system, i.e. the hydraulic pressures pacc

in the hydraulic accumulators, whose dynamics are determined by Equation 6.30; the

vector u representing the control inputs necessary to manage the recovery process,

i.e. the positions of the digital valves described in Section 6.4; w representing the

exogenous disturbance to the system, i.e. the profiles of actuators forces, positions,

and velocities from the JCMAS working cycle; and finally, y representing a generic

combination of system parameters that can be derived from the system equations,

e.g. the engine fuel consumption ṁfuel, the engine torque Teng, the pump delivery

pressure pD, etc.

Under the hypothesis that the introduction of the generic recovery subsystem

does not affect the drivability performance of the excavator, it is possible to assume

that, even with the hybrid configurations, the speed and position profiles at the

actuators will remain those depicted in Figures 6.10 and 6.11, obtained with the basic

excavator configuration. With this assumption, it is possible to efficiently implement

the algorithm for the deterministic DP optimization depicted in Chapter 4.2.2.

An appropriate objective function J is defined for the sake of the optimization

process:

J(π, x0) =
N−1∑

k=1

ṁfuel

(
x(k), u(k), w(k)

)
·∆t (6.35)

accounting for the overall fuel consumption during the entire JCMAS working cycle.

The objective function depends on the initial accumulator pressure x0 and the generic

control policy π = {ut0 , ut1 , ..., utk , ...utN−1
}, which determines the digital valves po-

sition a the discrete times tk = k∆t with k ∈ N.

To account for the physical limitations of the system, the optimization is also
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subjected to a state constraint on the accumulator pressure, confined in the range

[pmin, pmax] (with the minimum pressure defined by the DoE analysis and the max-

imum pressure pmax = 4 pmin) and an output constraint on the ICE torque, whose

feasible range is defined accordingly to manufacturers specifications.

x(k) ∈ [xmin, xmax]

Teng(k) ∈ [Teng,min, Teng,max]

(6.36)

(6.37)

The DP algorithm implementation requires a discretization of both the inputs u

and the states x. As all the control valves are digital, the inputs are already discretized

as they can assume only assume the values 0 and 1. Accumulator pressure on the

other hand is discretized over an evenly spaced grid of 50 elements ranging from the

minimum accumulator pressure pmin to the maximum pressure pmax.

For the various proposed layouts and for every combination of the design parame-

ters from the DoE (pacc,min, Vtot, dEQ), the initial accumulator pressure is chosen equal

to the minimum pre-charge pressure; no constraints are set on the value of the final

accumulator pressure pN .

With these assumption, the DP algorithm is able to provide the optimal control

policy π∗:

π∗ = arg min
π
J(π, x0) (6.38)

The associated value of overall fuel consumption mfuel,opt = J(π∗, x0) is used to

evaluate the performance of the corresponding hybrid layout configuration.

6.6 Layouts comparison

Given the optimal management strategies derived from the application of the DP

algorithm, the following results have been obtained for the different hybrid configu-

rations during the digging and loading phase of the JCMAS cycle.

Layout A Regarding the performance of hybrid layout A, the overall improvements

on fuel consumption are depicted in Figure 6.24, based on the DoE sizing parameters.

The first thing to be noticed is the influence of the VOC hydraulic dEQ on the overall

achievable fuel consumption reduction: while with high valve diameters the effect

is only marginal, it exists a minimum diameter under which the performance of

the energy recovery system are greatly penalized. This is due to the fact that the
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VCO valve, in order to maintain the controllability of the boom, has to throttle the

fluid, creating a counter-pressure in the corresponding actuator chamber and thus

increasing the level of pump delivery pressure that must be maintained to execute

the movements. If this counter-pressure is too high, the recovery procedure loses great

part of its effectiveness. Focusing on accumulator volume, it is noticeable that the

parameter has only a marginal effect on the overall fuel consumption. Finally, when

the VOC diameter is higher than the threshold value, an increase in the accumulator

pre-charge pressure allows for large increases in fuel consumption reduction, up to

+5%.

Figure 6.24: Fuel consumption improvements based on DoE parameters for hybrid
layout A

The optimal fuel consumption performance for layout A are obtained with an ac-

cumulator volume Vtot of 10 L, a pre-charge pressure pmin of 50 bar, and an equivalent

diameter of the VCO valve dEQ equal to 6.5 mm. Figure 6.25 depicts the profile of

the accumulator pressure resulting from the optimal management strategy evaluated

from the DP algorithm. It is noticeable that, if the VCO valve is correctly sized, it

is always convenient to activate the energy recovery during the boom lowering phase

(boom velocity lower than zero). Moreover, it is also rewarding, from an energetic

point of view, to always reach the maximum accumulator pressure and avoid, during

the energy reuse, to completely deplete the storage. Unfortunately, while the recov-

ery procedure shows periodic characteristics, it is not possible to correlate the energy

reuse strategy to any particular phase of the JCMAS cycle.
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Figure 6.25: Accumulator pressure for optimal hybrid A management solution - dig-
ging cycle

Layout B The overall improvements on fuel consumption for layout B are depicted

in Figure 6.24, based on the effect of the DoE sizing parameters pmin and Vtot. Sim-

ilarly to layout A, the increase of accumulator pre-charge pressure pmin allows for

a significant increase in fuel consumption reduction, although the effect, +1.5%, is

smaller if compared to layout A. The correct choice of the accumulator volume Vtot,

requires that the component is chosen as little as possible, allowing for an additional

increase in fuel economy of about +0.5%. The maximum performances are obtained

with a recuperator volume Vtot of 2.5 L and an accumulator pre-charge pressure pmin

of 100 bar.
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Figure 6.26: Fuel consumption improvements based on DoE parameters for hybrid
layout B
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Figure 6.27 depicts the profile of accumulator pressure for the layout B, once

the DP optimal policy is applied. Due to the configuration layout, the energy that

would normally be dissipated by the braking of the turret is always stored in the

hydraulic accumulator. The only task of the controller is that of deciding when to

deplete the accumulator to reuse that stored energy. While even in this case it is not

possible to derive a simple rule based strategy correlating the action of the optimal

DP control strategy to some particular phase of the digging cycle, it is still worth

noticing that the best strategy involves that the accumulator must be completely

filled before attempting to use the stored energy, even if in this particular case the

filling process takes more than half of the entire digging process, due to the relatively

low amount of energy that can be recovered from turret braking. Moreover, once the

accumulator is completely filled and the energy stored can be reused, it is still worth

not to excessively decrease its pressure.
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Figure 6.27: Accumulator pressure for optimal hybrid B management solution - dig-
ging cycle

Layout C In case of hybrid layout C configuration, the accumulator volume is

chosen to be equal to 2 L due to the large improvements that this solution involves

for layout B, while having only a marginal effect on the optimality of solution A.

The accumulator pre-charge pressure is set to the maximum possible (100 bar) and

the VOC optimal valve diameter from layout A is adopted. Figure 6.28 depicts the

optimal trajectory of the accumulator pressure for layout C. Even for this excavator
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configuration, the strategy of completely fill and the marginally deplete the accu-

mulator proves to be the optimal way to control the energy recovery process. The

simultaneous recovery from two sources (boom lowering and turret braking) allows

for a more rapid refilling of the accumulator.
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Figure 6.28: Accumulator pressure for optimal hybrid C management solution - dig-
ging cycle

Layout D With the adoption of layout D, two different accumulators are employed,

for decoupling the energy recovery procedure from the two users. Each accumulator

is designed based on the optimal corresponding single user layout configuration. The

trajectories of optimal accumulator pressure are close to those obtained from the

single actuator/accumulator cases (layout A and B).

6.7 Results

The effective reduction of fuel consumption obtained from the application of the hy-

brid recovery optimal strategies for the entire JCMAS cycle are reported in Table

6.3. The first thing that can be noticed is that the recovery from the turret alone

produces very low decreases in the overall excavator fuel consumption. For layout B

in fact, even if the recovery procedure is optimized, the energy that can be recovered

from turret braking phase is relatively low, due to the reduced velocities of the com-

ponent during its rotation. Moreover, as the turret is moved only during the digging

and loading phase, the effectiveness of the energy saving system is greatly reduced as
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no energy recovery is possible during the levelling phase. The simultaneous recovery

from both users adopted in layout C is able to guarantee just a marginal increase

in fuel savings of about + 1-2 % compared to the single recovery from the boom

actuator. The decoupled strategy adopted in layout D on the other hand involves

greater reductions of about + 3-4 %, still if compared to the boom alone recovery

strategy from layout A.

Table 6.3: Hybrid layouts fuel saving percentage

Hybrid layout Actuators used for recovery # of accumulators Fuel savings

A Boom 1 10-11 %
B Turret 1 2-3 %
C Boom-Turret 1 11-12 %
D Boom-Turret 2 13-14 %

From a purely energetic point of view, layout D is obviously the best solution

for the recovery of wasted energy and fuel consumption reduction among the various

layouts proposed in this study. From a more practical point of view, it is to be

noted that solution D requires the adoption a complicated circuital layout and the

introduction of many additional components. While layout B can be easily ignored

due to the significantly low amount of fuel savings potential correlated to the adoption

of that particular configuration, a more complete analysis of the problem is required

to effectively decide which of the remaining three solutions is worth to be adopted

for the implementation on the machine, taking into account the economic aspects

regarding the introduction of the additional components.

6.8 Conclusions

The study presented in this chapter focused on the design and optimization of a hy-

draulic hybrid solution for the energy recovery and fuel consumption reduction on

a middle size excavator application. Four different circuital designs have been ana-

lyzed and sized to assess the best achievable performance. With the introduction of

an energy recovery system, the number of degrees of freedom of the problem is aug-

mented and the action of the control actuators responsible for the management of the
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recovery procedure directly affect the fuel savings performance of the corresponding

solution. To operate a fair comparison between the different layouts, a methodology

to assess the certified maximum achievable performance of each hybrid solution has

been developed, relying on the estimation of the optimal energy management control

policy by means of the deterministic Dynamic Programming algorithm. The method-

ology relies on a simplified lumped parameter model of the excavator which can be

used to evaluate the dynamics of the energy recovery process and the fuel consump-

tion reduction over a regulated standard working cycle. Once the optimal strategy is

evaluated, it is possible to associate a benchmark value for fuel savings capabilities

to each configuration, thus providing an effective methodology for the comparison of

the different solutions and the sizing of the newly introduced circuital components.
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Nomenclature

Subscripts and superscripts Abbreviations and acronyms

A,B hydraulic actuator ports DoE Design of Experiments

acc hydraulic accumulator DP Dynamic Programming

act hydraulic actuator FC Flow Compensator

C hydraulic port counter-pressure FDM Fluid-Dynamic Model

D pump delivery section ICE Internal Combustion Engine

eng engine JCMAS Japanese Construction

EQ equivalent Mechanization Association

g gas Standard

h hydraulic fluid LS Load-Sensing

LIM torque limiter MGM Mechanical-Geometrical Model

m hydraulic motor PI Proportional Integral

mh mechanical-hydraulic PC Pressure Compensator

p pump TL Torque Limiter compensator

T tank VCO Variable flow Control Orifice

v volumetric

0 initial

Symbols

A port section [m2] T torque [Nm]

c viscous friction coeff. [Nm · s] u control input [−]

cd discharge coefficient [−] V̇ volumetric flow rate [m3/s]

d diameter [m] v linear velocity [m/s]

F force [N ] Vd machine displacement [m3/rev]

J rotational inertia [kg ·m2] x spool position [m]

objective function [−] system state [−]

n rotational speed [rev/min] y actuator position [m]

p pressure [Pa] system output [−]
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w disturbance [−]

y output [−]

α swash plate angular

position

[rad]

γ adiabatic index [−]

∆p pressure difference [Pa]

∆t sample time [s]

η efficiency [−]

π control policy [−]

ρ density [kg/m3]

θ angular position [rad]

ω angular velocity [rad/s]

Ω metering area [m2]
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CHAPTER 7

DYNAMIC OPTIMIZATION OF A ORGANIC RANKINE

CYCLE PLANT FOR LIGHT AUTOMOTIVE

APPLICATION

Over the course of the years, regulations for CO2 emissions for passengers cars and

light duty trucks became tighter and tighter while the price of carbon-based fuels

became subject to extreme uncertainities. Consequently, it is of great interest, for

both the automotive manufacturers and the private users, the development of new

methods for the increase of vehicles fuel economy. Many technologies has been de-

veloped during the years [11] for the reduction of fuel consumption; they are based

on various approaches, such as the reduction of energy dissipations in the engine, the

improvement of engine thermodynamics (HCCI [21], GDI [41], VVT [25], VVA [37]),

the development of new strategies for engine thermal management (TMS [13], warm-

up time reduction [36]), the improvement of the transmission system (Dual Clutch

Transmission [53], CVT [33]), and the reduction of aerodynamic drag [12]. Many

techniques have also been proposed for the harvesting of the kinetic energy which is

irreversibly wasted during vehicle braking. These techniques are mainly based on the

hybridization of the vehicle powertrain (electric [43, 44], mechanic [15], hydraulic [55]).

Even with the aforementioned technologies however, a considerable percentage of

the energy produced on a vehicle is still dissipated as thermal energy through coolant

and exhausts due to the physical limits of a thermodynamic process. With approx-

imately 65 % [11] of the energy produced in the combustion chamber dissipated to

the environment, the recuperation and harvesting of such wasted energy is becoming

of increasing interest for the automotive industry.

The present chapter investigates a solution of Waste Heat Recovery (WHR) from

light vehicle applications based on the usage of an Organic Rankine Cycle plant,

a technology which is receiving increasing attention from the automotive industry.

In the first sections, the basic layout of an ORC plant is presented and a suitable

mathematical model for evaluating the performance of the plant is described. In

the following section, the problem of the optimal energy management of the ORC
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system is investigated under realistic driving condition, and a model based predictive

controller is developed. The performance of this control strategy are finally compared

to those deriving from a static optimization based algorithm and used to assess the

possible improvements on fuel economy that this plant is expected to bring.

7.1 Waste Heat Recovery in vehicles

Although many improvements have been made on the increasing of combustion pro-

cess efficiency, it became more and more difficult to achieve significant results in fuel

economy improvements focusing only on in-cylinder processes. On the other hand,

with a great amount of exergy still present at the exhausts side (with temperature

ranging from 500 to 900 °C), the idea of harvesting this source of otherwise wasted

energy has become very attractive. Three mechanism are actually implemented for

Waste Heat Recovery, namely:

1. Turbocompounding;

2. Thermoelectrics;

3. Organic Rankine Cycles.

Turbocompounding Turbocompounding is based on the same principles of tur-

bocharging (which to a certain extent may be intended as WHR strategy too), how-

ever, in the compound solution, the turbine is directly connected either to the en-

gine itself or to an electric generator. Turbocompounding is mainly used in heavy

duty trucks as it provides a cheap and reliable WHR solution [1, 59]. In 1991 Sca-

nia firstly commercialized a compounded system for its 6-cylinder 11 L DTC 1101

Diesel engine, providing a 1-3% fuel economy improvement at high loads actual driv-

ing conditions [23]. Scania and Cummins released together in 1995 another 12 L

six-cylinder engine specially designed for turbocompounding [57]. Since then, many

others manufacturers have integrated the turbocompounding technology in their high

load applications, such as Caterpillar’s 15 L 21st Century Truck engine in 1998 [58],

Isuzu’s Ceramic IDI in 2002 [58], Volvo’s D12-500TC in 2002 [58], Daimler’s Detroit

Diesel DD15 in 2008 [57]. Nowadays, the option of generating electrical power rather

than mechanically linking the turbine to the crankshaft is the main object of the

research. The electric solutions offer the advantage that the speed of the turbine can

be freely controlled, allowing the optimization of the power generation process, with
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simulations results showing a 5-10 % reduction in fuel consumption based on the case

of a C-15 Caterpillar medium duty truck engine [24].

Thermoelectrics Thermoelectric technologies use the Peltier effect to convert en-

ergy from a thermal gradient (in this case provided by the coolant and exhausts)

directly to electrical energy [4]. Even if some applications for Waste Heat Recovery

has been developed, they are considered impractical for vehicle applications due to

the increased costs, the added system mass, the power consumption of the accessories,

and the reduced efficiency (1-3%), [11].

Organic Rankine Cycles Organic Rankine Cycle (ORC) plants are a promising

solution for Waste Heat Recovery which is based on the use of a closed thermody-

namic cycle where the hot exhausts from the engine are employed as the heat source.

High molecular weight organic refrigerants are used as a working fluid due to their

low boiling temperature (when compared to water). This property allows for the

recovering of heat even from low temperature sources while still maintaining high

thermodynamic cycle efficiencies and reduced plant costs. Additional properties of

organic fluids may also be inferred from the diagram depicted in Figure 7.1:

� the enthalpy difference between saturated liquid and saturated vapor is much

smaller for organic fluids. This is clearly an advantage in heat recovery as it

allows the complete vaporization of the fluid even whit low amounts of available

energy;

� organic fluids usually present a positive slope vapor saturation line. This type

of fluids (named dry fluids, opposed to wet fluids such as water) once vaporized

do not produce liquid droplets during the expansion phase, a process which can

be very harmful for the mechanical expanders used to extract work during this

phase [40]. The adoption of dry fluids avoids therefore the need of reaching rel-

atively high superheated vapor temperatures, necessary to guarantee the safety

of the components in the wet fluid case, which sometimes cannot be achieved

in WHR systems due to the low temperature of the heat source.
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Figure 7.1: T-s diagram for a few organic fluids and water

A generic ORC plant is structured as depicted in Figure 7.2. Four basic compo-

nents are required, namely a pump, an evaporator, an expander, and a condenser.

A recuperator is a standard addition to the basic layout to increase thermodynamic

efficiency. The thermodynamic cycle, depicted in Figure 7.3, is summarized as follows:

1-2: The working fluid, in liquid phase, is pressurized by the pump;

2-3: The working fluid is pre-heated in the recuperator;

3-4: Heat from an external source causes the isobaric evaporation of the fluid;

4-5: An expander extracts energy from the working fluid;

5-6: The fluid, still in vapor phase, release part of its energy to the liquid;

6-1: The working fluid is condensed and sub-cooled by means of a coolant.

Evaporator

Recuperator

Expander

Pump

Condenser

Coolant

Heat source

1

2

3

4

5

6

Figure 7.2: ORC plant basic layout
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Figure 7.3: p-h and T-s diagrams for a generic ORC cycle

Organic Rankine Cycle plants are currently used in a large number of different

industrial applications for the production of energy from low temperature sources,

such as solar power plants [19], biomass combined heat and power production [56],

geothermal plants [20], and as bottom cycle for various industrial processes involving

a great amount of rejected heat (e.g. cement [32], steel [31], glass [9], food processing

[3]).

In the automotive field, the first application of ORC technology can be found

during the 1970’s oil crisis, with the implementation of an ORC plant over a 288 HP

Mack 676 truck diesel engine with a predicted 15% fuel economy improvement over

a typical duty cycle [47]. After some of the first implementation, a long gap followed

before the automotive industry showed again a real interest in Waste Heat Recovery

via Rankine systems. Today, due to the renewed interest in high fuel economy and

tightening emissions standards, the improving of technologies, and the increase in

oil price, many manufacturers have investigated the implementation of Rankine cycle

plants for both heavy applications (Cummins [46], Caterpillar [35], Daimler [54], Volvo

[27], Renault [17]) as well as for light duty vehicles (BMW [52], Honda [16], Ford [28]),

with achieved fuel consumption reductions ranging from 5 to 10 % depending on the

system application.

7.2 Organic Rankine Cycle plant layout

The present study focuses on an ORC plant for exhaust waste heat recovery from a

turbocharged spark-ignition (SI) engine for passenger car applications. The system

layout is illustrated in Figure 7.4: a positive displacement pump is used to control the

flow of the refrigerant through a heat exchanger where it receives heat from the hot
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exhaust gases coming from the engine. The working fluid adopted in the applications

is the refrigerant R245fa, used as it allows to obtain high efficiencies even with low

heat transfer form the exhaust side [34]. A bypass valve is added on the exhaust side

to eventually decrease the amount of gas entering the evaporator if it is necessary to

limit the heat input to the system for safety conditions.

Condenser 

Recuperator 

Exhaust Gas  
Vapor Generator  

Expander  

Shaft  
(w/ Clutch) 

Low Pressure Gas 

Super Heated High Pressure Gas 

Low Pressure Liquid 

High Pressure 
Liquid 

Filter Dryer 

2 
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2‘ 
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4‘ 

Bypass 
valve 

Pump Speed 

Expander 
Speed 

Radiator 

Cooling 
air 

High Temperature  
Engine Exhaust Gas  

Low Temperature Engine Exhaust Gas  

Exhaust gas 
Bypass 
valve 

Cooler 
Pump 

High Temperature Engine Exhaust Gas  

Figure 7.4: Schematic of the ORC plant

Once vaporized, the refrigerant flows through a scroll expander, thus generating

mechanical work. It is to be noted that contrary to turbines, which can work at

different pressure ratios, positive displacement expanders (such as a scroll one) have

to work at a fixed pressure ratio, compensating the pressure variations with isochoric

expansion/compression of the fluid at the outlet of the device, with a subsequent

decrease in isentropic efficiency [60]. The use of a positive displacement machine for

the power generation, though disadvantageous from an energetic point of view, is

however justified by its reduced cost and increased robustness, making it attractive

for small power applications. At the outlet of the expander, the fluid is directed to
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a recuperator which preheats the fluid entering the evaporator, thus increasing cycle

efficiency [7, 8].

Finally, the refrigerant runs through a condenser where a low-temperature cool-

ing circuit is used to reject the excess of heat; the coolant flow rate is controlled by

an electric pump to guarantee the desired condensing conditions. Ram air is con-

sidered sufficient for removing the heat from the coolant and providing the desired

temperature at the inlet of the condenser, therefore no additional components are

required.

While the ORC system is designed for nominal functioning at highway driving

operating conditions, where the evaporator can always generate superheated vapour

at its outlet, it may occur that during fast transients (e.g. cut-off conditions, low

load, etc.), the heat available at the exhaust side may not be sufficient to obtain a full

vaporization of the refrigerant. This condition, which may lead to unsafe behaviors

of the expander, is avoided by inserting a liquid phase separator at the evaporator

outlet, which eventually bypasses the saturated liquid directly after the expander.

For the application considered in this study, the scroll expander is directly coupled

to the engine with a 1:1 gear ratio. This solution reduces the degrees of freedom of

the control system, as the velocity of the expander is now coupled with that of the

engine, but it eliminates the needs of auxiliary components (such as CVTs, variable

slip clutches, or electric generators), which leads to a cost and volume reduction of

the entire plant.

7.3 ORC dynamic model

In order to carry on the optimization of the plant and to design the control for the

ORC plant, a numerical model for the system is required. A 0-D, lumped parameter

physical representation of the plant and has been developed and improved during the

years. The model accounts for the key components of the system, base on the repre-

sentation depicted in Figure 7.5. A black box approach has been used to model the

positive displacement machines (i.e. the pump and the expander). The recuperator

model is based on a simple ε −NTU approach while the condenser and the cooling

circuit models are based on a quasi-static approach relying on energy conservation

equation. The most difficult component to model was the evaporator, which dynam-

ics greatly affect the performances of the plant. In order to describe the behavior of

the two phase fluid in this heat exchanger, the Moving Boundary Method (MBM), a

technique widely used for the simulation of ORC and Air Conditioning applications,

has been used. Furthermore, to improve the model robustness, a Switching Algorithm
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has been introduced to comply with non-nominal operating conditions of the evap-

orator, e.g. the incomplete evaporation of the organic fluid due to low heat inputs

from the engine. The thermodynamic properties of the fluid and their derivatives are

calculated using the software REFPROP®.

The comprehensive ORC model is able to predict the dynamic response the plant

resulting from the effect of the disturbance from the engine (exhaust mass flow rate,

exhaust temperature and expander speed) or the action of the control algorithm on

the governable inputs (pump speed and exhaus bypass).

Pump

Recuperator
[TREC,cold  TREC,hot]

Evaporator
[L0,EV L1,EV pEV hEV,out]

Expander

Condenser
pcond = 3.5 bar    Tsat = 50 °C    Tcond,out= 45 °C

Exp. bypass

npump

mcool, Tcool,in

bypassm

pumppump hm ,

nexp

X

xbypass

mexh

Texhstates

inputs

disturbances

.

.
mcool, Tcool,out

.

bypassbypass hm ,

incondmix hm ,,

evhm ,exp


Mixer

outhm exp,exp ,

Figure 7.5: Schematic of the ORC plant

7.3.1 Pump and Expander

Pump and expander models, Figure 7.6, are based on a quasi-static, grey box method-

ology approach [8, 10], where a simple physical based model is integrated with exper-

imental correlations.
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Figure 7.6: Volumetric machines IO scheme

For both of the positive displacement machines, the mass flow rate and the re-

quired/generated power can be defined as:

ṁ = ρin ηv(n,∆p)Vd
n

60

P = ṁ ηs(n,∆p)(hin − hout,s)

(7.1)

(7.2)

where

ṁ refrigerant mass flow rate;

ρin inlet fluid density;

ηv volumetric efficiency;

n rotational speed;

∆p inlet/outlet pressure difference;

Vd machine displacement;

P machine power;

ηs isentropic efficiency;

hin inlet enthalpy;

hout,s outlet isentropic efficiency.

For both the pump and the expander, the correlations for the volumetric efficien-

cies are obtained using data acquired from an experimental campaign. In case of the

isentropic efficiency (Equation 7.3b), only the expander is characterized experimen-

tally, while a constant efficiency (0.75) is assumed for the pump.

ηv =
ṁreal

ρinVd
n
60

(7.3a)

ηs =
hin − hout,real
hin − hout,s

(7.3b)
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7.3.2 Expander bypass

The expander bypass acts as a vapor separator, sending the saturated liquid fraction

of the flow (if present) from the outlet of the evaporator directly to the recuperator

inlet. Bypass mass flow rate is evaluated as:

ṁbypass = ṁexpander
1− xev
xev

(7.4)

where xev is the quality of the refrigerant at the outlet of the evaporator.

The saturated liquid flowing through the bypass valve undergoes an isenthalpic

expansion and is then mixed to the fluid coming out of the expander. The enthalpy of

the refrigerant entering the recuperator is evaluated from energy conservation equa-

tion:

hrec,in =
ṁbypasshsat(pev) + ṁexpanderhexpander,out

ṁbypass + ṁexpander

(7.5)

where hsat(pev) is the saturated refrigerant enthalpy at the evaporator pressure.

7.3.3 Recuperator

The recuperator model (Figure 7.7) is based upon an effectiveness, ε, correlation,

[10, 29]. Due to the high heat transfer coefficients, the heat exchanger is characterized

by a rapid response to variations in the flow rates or inlet thermodynamic conditions

and a quasi-static approach can be used to model the heat transfer in the component

[45]. The heat rejection rate is calculated as:

Q̇ = ε Cvapor(Tin,hot − Tin,cold) (7.6)

where

Q̇ heat transfer rate;

ε effectiveness;

Cvapor minimum vapor heat capacity rate;

Tin,cold cold side inlet temperature;

Tin,hot hot side inlet temperature.

The effectiveness is related to the refrigerant flow rate and the temperatures of the

incoming fluids based on a linear correlation obtained from experimental data. Energy

balance equation provides the basis for a dynamic estimation of outlet temperature,

which accounts the component thermal inertia, according to:
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MC
dTout
dt

= ṁcp(Tin − Tout) + Q̇ (7.7)

where Q̇ is the heat absorbed (positive) or rejected (negative) by the fluid, while

M is the mass of fluid contained in the heat exchanger, which serves as a calibration

coefficient for the dynamic behavior. Equation 7.7 is applied to both the hot and

cold sides of the recuperator.
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hotin

coldin

hot

cold
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



hotout

coldout
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Figure 7.7: Recuperator IO scheme

7.3.4 Condenser and Cooling Circuit

In the condenser, due to the relatively high heat transfer coefficients of the fluids,

the dynamics are characterized by a rapid response to variations in the flow rates or

inlet thermodynamic conditions. For this reason, as shown in [14], the condensing

conditions are scarcely affected by the dynamics of the cycle and therefore a quasi-

static approach can be used to model the heat transfer and the outlet thermodynamic

conditions of the two fluids crossing each heat exchanger [45]. The heat rejection

under steady conditions at the condenser can be therefore expressed as:

Q̇cond = ṁrecuperatorhcond,in − ṁpumphcond,out (7.8)

where

Q̇cond condenser heat rejection;

hcond,in refrigerant inlet enthalpy;

hcond,out refrigerant enthalpy outlet enthalpy.
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Furthermore, if the variation in the working conditions of the condenser are limited

(compared to the evaporator), it is possible to assume a constant condensing pressure

[50], chosen in this case equal to 3.5 bar, corresponding to a condensing temperature

of 50.6 °C. An additional 5 °C of sub-cooling is assumed at the outlet of the condenser.

The following assumptions are also made about the heat transfer in the condenser:

� the super-heated fraction of the vapor at the inlet of the condenser is negligible;

� the cooling circuit is always able to provide a coolant at 30 °C at the inlet of

the condenser;

� a constant 5 K of ∆T is present at the pinch point between coolant and refrig-

erant

Given these assumptions, the heat transfer diagram for the condenser is that

depicted in Figure 7.8 and, from energy conservation at the coolant side, it is possible

to obtain the coolant required mass flow rate as follows:

ṁcool =
Q̇cond

cp,cool∆Tcool
(7.9)

where

ṁcool coolant mass flow rate;

cp,cool coolant specific heat;

∆Tcool coolant temperature increase (in this case equal to 15.6 K).

TR245fa,sat  = 50,6 °C @ 3.5 bar 

Tcool,in 

30 °C 

T 

Tcond,out  
45,6 °C 

Q

DTpp = 5 °C 

Figure 7.8: Condenser heat transfer
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Finally, a linear proportionality is assumed between coolant flow rate and coolant

pump power:

Pcool = kcool ṁcool (7.10)

where

Pcool coolant pump power;

kcool constant chosen to give 1 kW of power consumption at 30 l/min of coolant

flow.
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Figure 7.9: Condenser IO scheme

7.3.5 Evaporator

The evaporator, responsible for the recovery of thermal energy form the exhausts,

is the component whose dynamics most largely affect the transient response of the

entire ORC plant. For this reason, a detailed physical-based approach is followed

to model the component. The methodology needs to be robust and accurate, while

maintaining in the meantime a fast computational time suitable for control oriented

applications. In order to achieve this, the Moving Boundary Method (MBM) is

adopted for the description of the heat exchanger. MBM is a low-order 0-D lumped

parameter methodology approach which has been widely used for Air Conditioning

(AC) applications [38, 42, 64] and has been successfully adapted to the ORC applica-

tions [48, 63]; comprehensive literature reviews [5, 6] has shown that this methodology

offers the desired accuracy and faster computation times compared to the classic Fi-

nite Volume approaches.
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Figure 7.10: Evaporator IO scheme

MBM approach

The MBM approach is based on the following assumptions:

1. The heat exchanger is discretized into interconnected Control Volumes along

the axial direction of the flow, with the number of elements corresponding to

the number of thermodynamic phases of the refrigerant;

2. In each control volume the thermodynamic properties of the fluid are uniformly

distributed;

3. The flow through the heat exchanger is approximated as a one-dimensional flow

in a straight tube;

4. The pressure drop along the exchanger is negligible;

5. The dynamics of the exhausts side are negligible;

6. Axial heat transfer in the refrigerant, the wall and the exhausts is negligible,

and only radial heat transfer is accounted;

7. The two phase region is considered in thermodynamic equilibrium;

Figure 7.11 depicts the schematic of a generic Control Volume (CV); it is to

be noted that with the MBM approach, the boundaries of the CV (zA, zB) become

additional unknown variables in the model.
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Figure 7.11: Schematic of a Control Volume for MBM

Thanks to the previous assumptions, mass and balance equations can be written

for each CV in the following form [30]:

d

dt

∫∫∫

V

ρ dV +

∫∫

A

ρwr dA = 0 (7.11a)

d

dt

∫∫∫

V

(ρh− p) dV +

∫∫

A

ρhwr dA = Q̇wall (7.11b)

where

V volume of the CV;

ρ refrigerant density;

h refrigerant enthalpy;

p refrigerant pressure;

A cross flow area;

wr refrigerant relative velocity;

Qwall wall to refrigerant heat transfer rate.

According to the notation of Figure 7.11, following the procedure outlined in [30],

Equations 7.11 can be rewritten as:

A
d

dt

zB∫

zA

ρ dz + ρAA
dzA
dt
− ρBA

dzB
dt

= ṁA − ṁB (7.12a)

A
d

dt

zB∫

zA

ρh dz − A(zB − zA)
dp

dt
+ AρAhA

dzA
dt
− AρBhB

dzB
dt

=

= ṁAhA − ṁBhB + Q̇wall

(7.12b)
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Under the assumption that all the three fluid thermodynamic phases are present

in the expander, the CV scheme of the component is that depicted in Figure 7.12. In

this case, the refrigerant enters the evaporator as a sub-cooled fluid (SC), transitions

through a two phase (TP) zone, and finally exits as a super-heated vapor (SH). When

applying Equations 7.12 to each of the controlling volumes, a system of Differential

Algebraic Equations (DAE) representing the entire evaporator is obtained.
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
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
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
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 2, p

Figure 7.12: Schematic for the three zones evaporator MBM model

Sub-Cooled CV equations For the Sub-Cooled Control Volume, the lumped

average thermodynamic properties of the fluid (enthalpy, density, and temperature)

are evaluated as follows:

h0 =
1

zB − zA

zB∫

zA

hdz ≈ 1

2
(hA + hB)

ρ0 =
1

zB − zA

zB∫

zA

ρdz ≈ ρ(p, h0)

T0 =
1

zB − zA

zB∫

zA

Tdz ≈ T (p, h0)

(7.13a)

(7.13b)

(7.13c)

With these assumptions and using the notation of Figure 7.12, Equations 7.12

can be rewritten as:
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A(ρ0 − ρ′)
dL0

dt
+ AL0

(
∂ρ

∂p

∣∣∣∣
h0

+
1

2

∂ρ

∂h

∣∣∣∣
p

dh′

dp

)
dp

dt
+

1

2
AL0

∂ρ

∂h

∣∣∣∣
p

dhin
dt

=

= ṁin − ṁ1

(7.14a)

A(ρ0h0 − ρ′h′)
dL0

dt
+ AL0

[
1

2
ρ0
dh′

dp
+ h0

(
∂ρ

∂p

∣∣∣∣
h0

+
1

2

∂ρ

∂h

∣∣∣∣
p

dh′

dp

)
− 1

]
dp

dt
+

+
1

2
AL0

(
ρ0 + h0

∂ρ

∂h

∣∣∣∣
p

)
dhin
dt

= ṁinhin − ṁ1h
′ + Q̇ref,SC

(7.14b)

with the superscript ’ indicating that the property evaluated at saturated liquid

condition.

Two Phase CV equations In the Two Phase Control Volume, under thermo-

dynamic equilibrium, the temperature of the refrigerant is a function of the pressure,

while for the density the following physical correlation subsist:

ρ1 =
1

zB − zA

zB∫

zA

ρdz = γ̄ρ′′ + (1− γ̄)ρ′ (7.15)

where

γ̄ = V ′

V ′′
is the average void fraction;

′ stands for saturated liquid;
′′ stands for saturated vapor;

Moreover, if a slip factor µ is defined as:

µ =
ρ′′

ρ′
(7.16)

the average void fraction γ̄ can be expressed, following [30], as:

γ̄ =
(xout − xin)(1− µ2/3)− µ

(
xin(µ−1/3 − 1) + 1

)(
xout(µ

−1/3 − 1) + 1
)
β

(xout − xin)(1− µ2/3)2
(7.17)
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where

β = ln

(
xin(µ−1/3 − 1) + 1

)(
xout(1− µ) + µ

)

(
xout(µ−1/3 − 1) + 1

)(
xin(1− µ) + µ

) (7.18)

and xin, xout are the inlet and outlet values of refrigerant quality at the boundaries

of the TP Control Volume. When both the SC and SH Control Volumes are present,

xin = 0 and xout = 1. In this case, Equation 7.17 is reduced to:

γ̄ =
1− µ2/3(1 + ln(µ−2/3))

(1− µ2/3)2
(7.19)

Mass and energy balance for the TP Control Volume can be therefore derived as:

A(ρ′ − ρ′′)
(
dL0

dt
+ (1− γ̄)

dL1

dt

)
+

+AL1

[
γ̄
dρ′′

dp
+ (1− γ̄)

dρ′

dp
+ (ρ′′ − ρ′)dγ̄

dp

]
dp

dt
= ṁ1 − ṁ2

(7.20a)

A(ρ′h′ − ρ′′h′′)
(
dL0

dt
+ (1− γ̄)

dL1

dt

)
+

+AL1

[
γ̄
dρ′′h′′

dp
+ (1− γ̄)

dρ′h′

dp
+ (ρ′′h′′ − ρ′h′)dγ̄

dp
− 1

]
dp

dt
=

= ṁ1h
′ − ṁ2h

′′ + Q̇ref,TP

(7.20b)

Super-Heated CV equations For the Super-Heated CV, the average thermo-

dynamic properties of the fluid are evaluated as in the Sub-Cooled Control Volume:

h2 =
1

zB − zA

zB∫

zA

hdz ≈ 1

2
(hA + hB)

ρ2 =
1

zB − zA

zB∫

zA

ρdz ≈ ρ(p, h2)

T2 =
1

zB − zA

zB∫

zA

Tdz ≈ T (p, h2)

(7.21a)

(7.21b)

(7.21c)

Still referencing to Figure 7.12 notation, Equations 7.12 can now be rewritten as:
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A(ρ′′ − ρ2)

(
dL0

dt
+
dL1

dt

)
+ AL2

(
∂ρ

∂p

∣∣∣∣
h2

+
1

2

∂ρ

∂h

∣∣∣∣
p

dh′′

dp

)
dp

dt
+

+
1

2
AL2

∂ρ

∂h

∣∣∣∣
p

dhout
dt

= ṁ2 − ṁout

(7.22a)

A(ρ′′h′′ − ρ2h2)

(
dL0

dt
+
dL1

dt

)
+

+AL2

[
1

2
ρ2
dh′′

dp
+ h2

(
∂ρ

∂p

∣∣∣∣
h2

+
1

2

∂ρ

∂h

∣∣∣∣
p

dh′′

dp

)
− 1

]
dp

dt
+

+
1

2
AL2

(
ρ2 + h2

∂ρ

∂h

∣∣∣∣
p

)
dhout
dt

= ṁ2h
′′ − ṁouthout + Q̇ref,SH

(7.22b)

Heat transfer and wall temperature models The wall to refrigerant heat trans-

fer terms Q̇ref,SC , Q̇ref,TP , Q̇ref,SH are evaluated from wall energy balance equation,

under the hypothesis that the wall temperature is constant and very close to the

refrigerant temperature. This assumption is legit as the heat transfer coefficient at

the refrigerant side is much greater than that at the exhaust side. With this assump-

tion, for each control volume and referring to the notation of Figure 7.11, the wall to

refrigerant heat transfer can be inferred from wall energy balance equation as follows:

Q̇ref = Q̇exh −MwallCwall
dTwall
dt

≈

≈ Q̇exh −MwallCwall
dTref
dt

=

= Q̇exh −MwallCwall

(
∂Tref
∂p

dp

dt
+
∂Tref
∂h

dhA
dt

+
∂Tref
∂h

dhB
dt

)
(7.23)

where

Q̇exh exhaust to wall heat transfer;

Mwall wall mass;

Cwall wall thermal inertia;

Twall wall temperature;
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Heat transfer from the exhausts is evaluated with the ε−NTU approach [29] as

a fraction of the maximum theoretical heat transfer:

Q̇exh = ε Q̇max = ε Cexh(Texh,in − Tref )

εcounter−flow =
1− exp

[
−NTU(1 + Cexh

Cref
)
]

1− Cexh

Cref
exp

[
−NTU(1 + Cexh

Cref
)
]

εtwo phase = 1− exp(−NTU)

NTU =
UAh
Cexh

U =
1

1
αref

+
Ah,i

Ah,eαexh

(7.24a)

(7.24b)

(7.24c)

(7.24d)

(7.24e)

where

Cexh exhaust heat capacity rate ;

Cref refrigerant heat capacity rate ;

ε effectiveness;

NTU Number of Transfer Units;

U overall heat transfer coefficient;

Ah heat transfer area (i for internal, e for external);

αref refrigerant heat transfer coefficient;

αexh exhaust heat transfer coefficient.

Heat transfer coefficients are evaluated through Dittus-Boelter correlation for the

refrigerant single phase region and the exhausts side:

Nu = 0.023Re0.8Prm (7.25)

with m = 0.3 for the exhaust side and m = 0.4 for the refrigerant side. For the two

phase region, Yan Lin correlation [61] is used:

αref = 1.926ReeqPr
1/3
L Re−0.5

L λL/Dh (7.26)
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where Reeq is Reynolds equivalent number [2] and L indicates that the property is

evaluated for saturated liquid conditions.

MBM system implementation Mass and energy conservation Equations for the

3 CVs (7.14, 7.20, 7.22) form a set of DAE which can be expressed in the form:

Z(x)




ẋ

ṁ1

ṁ2


 = f(x, u) (7.27)

with

Z(x) a 6x6 matrix obtained Equations 7.14, 7.20, 7.22;

x evaporator states x = [L0 L1 p hout]
′ ;

u evaporator inputs u = [ṁin ṁout Tref,in ṁexh Texh]
′ ;

f(x, u) a 6x1 array obtained Equations 7.14, 7.20, 7.22.

Since Z(x) is a function of state variables, it is non-singular and generally invertible

[39]; during the simulation of the plant, the matrix Z(x) and the vector f(x,u) are

evaluated numerically at each time step and used to obtained the derivative of the

states ẋ, which is then integrated by the solver. The solution process is depicted in

Figure 7.13.
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Figure 7.13: Schematic of the MBM implementation
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Switching moving boundary The evaporator model developed as far is based on

the assumption that three thermodynamic phases of the refrigerant are always present

in the heat exchanger. It is possible however that during non-nominal operating

conditions (start-ups, fast transients, low engine load, etc.) this assumption may not

hold anymore. To deal with these cases and to improve the robustness of the model,

the basic MBM model has been extended to include a “switching” logic, a modelling

technique already successfully implemented for the simulation of Vapor Compression

Cycles (VCC) with MBM models [42]. The resulting evaporator model must be able

to adjust its internal structure depending on the inlet/outlet conditions of the working

fluid. In order to do so, four additional evaporator sub-models has been added to

the original one, according to the distribution of phase regions indicated in Table 7.1.

The introduction of a “pseudo-quality” parameter χ evaluated at the inlet and outlet

of the evaporator allows to distinguish between the different conditions:

χ =
h− h′
h′′ − h′ (7.28)

The pseudo-quality parameter χ is defined in the range −∞ < χ < +∞, with

0 < χ < 1 representing the usual fluid quality x for a two phase fluid under thermo-

dynamic equilibrium.

Table 7.1: Sub-models library for switching MBM

Model name # of CV Inlet condition Outlet condition CV lengths

SC+TP+SH 3 χin < 0 χout > 1 L0, L1, L2 > 0
SC+TP 2 χin < 0 0 < χout < 1 L0, L1 > 0 L2 = 0
TP+SH 2 0 < χin < 1 χout > 1 L1, L2 > 0 L0 = 0

SC 1 χin < 0 χout < 0 L0 > 0 L1, L2 = 0
TP 1 0 < χin < 1 0 < χout < 1 L1 > 0 L0, L2 = 0

To obtain the four additional evaporator sub-models, mass and energy conser-

vation equations have been recalculated according to the I/O configuration of each

control volume in each of the four additional configurations as depicted in the follow-

ing paragraphs.
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SC+TP equations

Sub-cooled

Same as Equations 7.14

Two phase

Aγ̄(ρ′ − ρ′′)dL0

dt
+AL1(ρ′′ − ρ′)

(
∂γ̄

∂xout

∂xout
∂hout

)
dhout
dt

+

+AL1

[
γ̄
dρ′′

dp
+ (1− γ̄)

dρ′

dp
+ (ρ′′ − ρ′)

(
∂γ̄

∂p
+

∂γ̄

∂xout

∂xout
∂p

)]
dp

dt
=

= ṁ1 − ṁout

(7.29a)

Aγ̄(ρ′h′ − ρ′′h′′)dL0

dt
+AL1(ρ′′h′′ − ρ′h′)

(
∂γ̄

∂xout

∂xout
∂hout

)
dhout
dt

+

+AL1

[
γ̄
dρ′′h′′

dp
+ (1− γ̄)

dρ′h′

dp
+ (ρ′′h′′ − ρ′h′)

(
∂γ̄

∂p
+

∂γ̄

∂xout

∂xout
∂p

)
− 1

]
dp

dt
=

= ṁ1h
′ − ṁouthout + Q̇ref,TP

(7.29b)
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Figure 7.14: SC+TP evaporator sub-model
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TP+SH equations

Two phase

A(1− γ̄)(ρ′ − ρ′′)dL1

dt
+AL1(ρ′′ − ρ′)

(
∂γ̄

∂xin

∂xin
∂hin

)
dhin
dt

+

+AL1

[
γ̄
dρ′′

dp
+ (1− γ̄)

dρ′

dp
+ (ρ′′ − ρ′)

(
∂γ̄

∂p
+

∂γ̄

∂xin

∂xin
∂p

)]
dp

dt
=

= ṁin − ṁ1

(7.30a)

A(1− γ̄)(ρ′h′ − ρ′′h′′)dL1

dt
+AL1(ρ′′h′′ − ρ′h′)

(
∂γ̄

∂xin

∂xin
∂hin

)
dhin
dt

+

+AL1

[
γ̄
dρ′′h′′

dp
+ (1− γ̄)

dρ′h′

dp
+ (ρ′′h′′ − ρ′h′)

(
∂γ̄

∂p
+

∂γ̄

∂xin

∂xin
∂p

)
− 1

]
dp

dt
=

= ṁinhin − ṁ1h
′′ + Q̇ref,TP

(7.30b)

Super-heated

Same as Equations 7.22
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Figure 7.15: TP+SH evaporator sub-model

169



SC equations

Sub-cooled

AL0
∂ρ

∂p

∣∣∣∣
h0

dp

dt
+

1

2
AL0

∂ρ

∂h

∣∣∣∣
p

dhin
dt

+
1

2
AL0

∂ρ

∂h

∣∣∣∣
p

dhout
dt

= ṁin − ṁout (7.31a)

AL0

(
h0
∂ρ

∂p

∣∣∣∣
h0

− 1

)
dp

dt
+

1

2
AL0

(
ρ0 + h0

∂ρ

∂h

∣∣∣∣
p

)
dhin
dt

+

+
1

2
AL0

(
ρ0 + h0

∂ρ

∂h

∣∣∣∣
p

)
dhout
dt

= ṁinhin − ṁouthout

(7.31b)
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Figure 7.16: SC evaporator sub-model
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TP equations

Two phase

AL1

[
γ̄
dρ′′

dp
+ (1− γ̄)

dρ′

dp
+ (ρ′′ − ρ′)

(
∂γ̄

∂p
+

∂γ̄

∂xin

∂xin
∂p

+
∂γ̄

∂xout

∂xout
∂p

)]
dp

dt
+

+AL1(ρ′′ − ρ′)
(
∂γ̄

∂xin

∂xin
∂hin

)
dhin
dt

+AL1(ρ′′ − ρ′)
(

∂γ̄

∂xout

∂xout
∂hout

)
dhout
dt

= ṁin − ṁout

(7.32a)

AL1

[
γ̄
dρ′′h′′

dp
+ (1− γ̄)

dρ′h′

dp
+ (ρ′′h′′ − ρ′h′)

(
∂γ̄

∂p
+

∂γ̄

∂xin

∂xin
∂p

+
∂γ̄

∂xout

∂xout
∂p

)]
dp

dt
+

+AL1(ρ′′h′′ − ρ′h′)
(
∂γ̄

∂xin

∂xin
∂hin

)
dhin
dt

+AL1(ρ′′h′′ − ρ′h′)
(

∂γ̄

∂xout

∂xout
∂hout

)
dhout
dt

=

= ṁinhin − ṁouthout + Q̇ref,TP

(7.32b)
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Figure 7.17: TP evaporator sub-model
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Switching algorithm

The switching between the different evaporator sub-models is controlled by the

finite state machine algorithm depicted in Figure 7.18. The switching happens based

on the value of the inlet/outlet pseudo-quality χ or when a Control Volume length

is lower than a determined threshold (calibrated to guarantee numerical stability in

the model). To prevent the chattering between two different states, conditions on the

derivatives of pseudo-quality and lengths are also accounted, following the approach

developed by McKinley et al. [42].
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Figure 7.18: Finite State Machine for MBM switching algorithm

7.3.6 Comprehensive ORC model

The various sub-component models described in the previous sections are connected

together following the plant schematic depicted in Figure 7.5. Under the assumption

that the matrix Z(x) from evaporator Equation 7.27 is non-singular (guaranteed

by the switching modeling technique [10]), the set of equations describing the ORC

system may ideally be rearranged in the following explicit non-linear state space form:
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ẋ(t) = f
(
x(t), u(t), w(t)

)
x(0) = x0

y(t) = h
(
x(t), u(t)

)
(7.33)

where x(t) = [L0, L1, pev, hev]
′ ∈ Rn denotes the state vector, y(t) ∈ Rp de-

notes the system outputs (which represent any combination of the other parame-

ters estimated from the model, e.g. the temperature of the fluid, the refrigerant

mass flow rate, etc.), u(t) = [npump, xbypass]
′ ∈ Rm denotes the control inputs,

and w(t) = [mexh, Texh, neng]
′ ∈ Rs denotes the exogenous disturbances from the

engine.

7.4 Transient optimization

While ORC plants for stationary applications and heavy duty vehicles are usually de-

signed to predominantly operate at steady-state conditions, where best performance

can be achieved [8], in Waste Heat Recovery applications for light vehicles, the vari-

ability of the heat source and the necessity of harvesting the maximum amount of

energy available in every situation pose an interesting problem for the development

of an effective management strategy for this kind of plants. It is therefore of consid-

erable interest for the automotive industry to both investigate the behaviour of ORC

systems in presence of significant load transients and to analyze the possible strategies

to maximize the fuel economy increase under such conditions. Contributions in this

field, while relatively limited, are increasing in the recent years. The majority of the

works focuses on disturbance rejection control policies which aim to maintain certain

desired operation parameters (mainly evaporation pressure and temperature) despite

the variability of the heat source. For instance, Peralez et al. [49] combined a feedback

PID controller with an inverse reduced MBM model for the feed-forward generation

of control references from measured disturbances, with the aim of tracking a desired

SH temperature at the evaporator outlet. Feru et al. [18] used a linearized plant

model to develop an MPC controller and a Kalman filter for reference tracking of

expander inlet quality. Hou et al. [26] developed a supervisory predictive controller

for the evaporator, while Zhang et al. [62] applied a generalized predictive control

strategy. More recently Hernandez et al. [22] developed a perturbation based Ex-

tremum Seeking (ES) algorithm to find the optimal evaporation temperature online

while the plant is functioning.

The methods previously described are very effective in guiding the process to a tar-

get set-point rapidly and reliably, providing good stability and disturbance rejection
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performances, and they are able to guarantee good energetic efficiencies, especially

under steady state condition. However, they all rely on the traditional partitioning

of the processes of information management, decision making, and system control

system into two different layers. The first layer performs a steady-state economic

optimization of the plants variables (whose economic objective is in this case the

maximization of the harvested energy), and the second layer, uses the knowledge of

the optimal steady-state economic reference set-points to rapidly guide the plants

transient and reject the effect of dynamic disturbances. As mentioned in Chapter

4.3.1 however, for many applications this hierarchical separation of information and

purpose is no longer optimal or desirable [51]. What is lacking, in fact, is the abil-

ity to properly deal with the optimization of the economic parameter during the

transient phases. In application such as Waste Heat Recovery, this restriction may

pose a serious limitation on plant efficiency, as the process is, for its own nature,

very unlikely to operate under long steady state conditions. In the present section

a different approach, based on an economical formulation of the MPC method, is

adopted, where the task of the control algorithm is to directly optimize the entire

plant energy production during a short transient phase, rather than tracking some

optimal steady set-points. The algorithm relies on the dynamic model of the plant

which predicts the evolution of the system and allows to evaluate the optimal input

trajectory. The metaheuristic MPC optimization method based on Particle Swarm

Optimization (PSO) described in Chapter 4.3.2 is adopted to overcome the difficul-

ties in solving the corresponding non-linear Receding Horizon optimization problem.

Finally, experimental data from a real driving transient are used to provide a set of

realistic operating conditions for validating the algorithm, and a simpler traditional

control strategy, based on static plant optimization, is used as a benchmark to assess

the performance of the developed controller.

7.4.1 Transient profile and problem definition

In order to test the ability of the model to deal with realistic transient conditions

typical of automotive applications and to design a control algorithm able to properly

deal with these situations, experimental data have been collected from an instru-

mented vehicle equipped with a 2.0 L turbocharged SI engine and a 6-speed manual

transmission during normal on-road operating conditions. Figure 7.20 depicts the

specific manoeuvre, composed of various accelerations and decelerations at highway

conditions, with an average speed of 65 km/h, a maximum speed of 87 km/h, and

a drop at the end to 9 km/h. This manoeuvre gives rise to significant variations
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in the amount of heat available to the system, and provides an excellent benchmark

for evaluating both the ability of the model to robustly operate in a wide range of

operating conditions, as well as the efficiency of the control algorithm in maximizing

the energy harvesting while maintaining the plant in safe operating conditions.

The set of experimental data depicted in Figure 7.19, i.e. exhaust flow rate, ex-

haust temperature, and engine speed, are those necessary to simulate the dynamic

response of the ORC plant. In this study, due to the relatively low amount of power

recovered from the engine, the effects of the ORC plant on the normal engine func-

tioning are neglected.
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Figure 7.19: Measured engine parameters during the transient test
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Figure 7.20: Vehicle speed profile during the transient test

7.4.2 Dynamic PSO based economic n-MPC controller

The goal for the control algorithm is to maximize the energy harvested from the

system during the investigated transient operation. The problem can be formulated

as an economic MPC problem with the introduction of the following objective function

J :

J(x(t), u(t), w(t)) = −
t+TP∫

t

Pnet(x(t), u(t), w(t)) dt =

= −
t+TP∫

t

(
Pexp(x(t), u(t), w(t))− Ppump(x(t), u(t), w(t))+

− Pcool(x(t), u(t), w(t))

)
dt (7.34)

where x(t) is the state vector defined in the ORC state space representation Equation

7.33, w(t) is the vector of exogenous disturbances from the transient profile, and u(t)

is the vector of control inputs. The control algorithm must be able to estimate the

optimal input trajectory u∗(t) = [n∗pump(t), x
∗
bypass(t)] to apply to the system in order

to minimize J over the finite prediction horizon TP . Furthermore, the optimization

problem needs to account for the physical constraints of the input variables, as the

actuators are bounded by saturation limits, as well as the rate of change of the

actuators (u̇). Finally, the control algorithm must be able to guarantee safe operating

conditions for the plant, which require the limitation of the maximum pressure and
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temperature at the outlet of the evaporator and the guarantee of a minimum sub-

cool degree at the evaporator inlet. The physical value of such constraints are defined

according to the physical limitations of the different components of the system and

are summarized in Table 7.2.

Table 7.2: Summary of ORC System Constraints

Input constraints

50 rpm ≤ npump ≤ 700 rpm
0 ≤ xbypass ≤ 1

Input rate of change constraints
∣∣∣dnpump

dt

∣∣∣ ≤ 50 rpm/s∣∣∣dxbypassdt

∣∣∣ ≤ 0.2 xbypass,max/s

Output constraints

pev ≤ 25 bar
Tev,out ≤ 175 °C

Tev,in ≤ Tsat − 5 °C

Following the MPC approach, the evaluation of the optimal control trajectory u∗,

which minimizes the cost J , is performed on the basis of a predicted evolution of

the system, performed by means of the ORC plant model. Given that a candidate

control trajectory ū(t) is applied, and the system states x(tk) and disturbances w(tk)

are measured at time tk, it is possible to estimate the evolution of system states and

outputs x̄(t), ȳ(t) (with the ¯ notation used to distinguish the estimated trajectories

from the real ones) only if the external inputs are known during the entire prediction

horizon. As this knowledge is however unobtainable for real applications, due to the

stochastic nature of the disturbance source, the estimation is carried out assuming

that external disturbances will remain constant during the prediction horizon TP =

NP ·T (w̄(t) ≡ w(tk)). To obviate to the error introduced with this assumption, only

the first part of the optimal estimated control trajectory ū∗(t) is implemented, then,

as a new sample from the system is obtained, the procedure is repeated using the

updated values of system real states and disturbances. The procedure is iterated at
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each sample time tk := kT , with T the sampling period and k ∈ N, in the standard

Receding Horizon fashion.

As the continuous time representation of ū(t) would require the solution of a

functional optimization problem, the input trajectory is assumed to be piecewise

linear, i.e.:

u(t) ≡ u(tk) +

(
u(tk+1)− u(tk)

T

)
(t− tk) ∀t ∈ [tk, tk+1), k ∈ N (7.35)

The discretized representation of the control input trajectory allows to univocally

define its evolution over the prediction horizon using only NP×m parameters, with m

the number of control inputs (in this case m = 2) and NP the length of the prediction

horizon. The problem can be therefore formulated as a mathematical programming

one and solved with the method presented in Chapter 4.3.2. Furthermore, to addi-

tionally reduce the complexity of the problem and the computational burden, only

the first NC steps of the input profile are optimized, corresponding to the so-called

control horizon TC = NC ·T , and the input trajectory is assumed to stay constant for

the remaining part of the prediction horizon (ū(t) = ū(tk+TC) ∀t ∈ [tk+TC , tk+TP ]).

Pump speed and exhaust bypass are therefore defined only at integer multiples

k = {1, 2, ..., NC} of the basic sample time T , and intermediate values are evalu-

ated based on the definition of piecewise linear function (Equation 7.35).

Also, to better handle the constraints on the inputs rate of change, it is more conve-

nient to parameterize the future control trajectory based on the NC×m function vari-

ations ∆ū = [∆ū1,∆ū2, ...,∆ūNC
] = [ū(tk+1)− u(tk), ū(tk+2)− ū(tk+1), ..., ū(tk+NC

)−
ū(tk+NC−1)] rather than on the NC ×m discrete values of the control inputs.

Given the sampled-data structure described above, the evaluation of the optimal

combination of the NC×m parameters which would minimize the objective function J

over the prediction horizon TP , is carried out by assigning at each particle i of a PSO

algorithm a candidate position ∆ūi and a velocity vi, with i ∈ S = 1, 2, ..., s. The

position of the particles (and the corresponding input trajectories) are then updated

based on the PSO algorithm rules.

To better illustrate the correlation between each PSO particle position and the

associated input trajectory it is possible to refer to Figure 7.21, where two different

particles coordinates and their associated trajectory are depicted. In this simple

example, it is assumed that a generic particle represent the update of pump speed

trajectory at each sample time T over a prediction horizon NP of 10 steps, of which

the first 5 are to be optimized, and that the initial pump speed value npump,0 is known.
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Figure 7.21a depicts the coordinates of two generic PSO particles, and Figure 7.21b

depicts the associated pump speed trajectories.
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Figure 7.21: Example of pump speed trajectories generation

The correct definition of the search space of each particle and the pre-screening

of input trajectories greatly helps to reduce the computational burden by eliminating

infeasible trajectories. The constraints on input rate of change are easily accounted by

restricting the search range for the PSO particles, thanks to the function variations

formulation ∆ū, while he trajectories violating the constraint on input saturation

are simply marked as unfeasible. Constraints on system outputs on the other hand

proved to be more problematic to address. After fast variations of the exogenous

disturbances w(t) it may be in fact difficult (or rather impossible) to define any input

trajectory able to maintain the system inside the feasible region for the entire duration

of the prediction horizon. To maintain the feasibility of the problem, the formulation

of the objective function is modified, by turning the hard constraints on evaporator

inlet and outlet temperature into soft constraints, which are subsequently embedded

into the objective function J as penalty terms of the form:
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J = −
tk+TP∫

tk

(Pexpander − Ppump − Pcoolant)dt+ kTinETin + kToutETout

where: ETin = max

(
0,

1

TP

tk+TP∫

tk

[
(Tsat − Tev,in)−∆TSC,min

]
dτ

)
;

ETout = max

(
0,

1

TP

tk+TP∫

tk

[
Tev,out − Tev,out,max

]
dτ

)

where ∆TSC,min and Tsat,max are respectively the constraints on evaporator inlet min-

imum sub-cool and evaporator outlet maximum temperature, defined according to

Table 7.2, and kTin and kTout are some weighting coefficients.

To attain satisfactory controller performance, n-MPC parameters must be tuned

mainly to guarantee stability, optimality and to comply with the presence of un-

known external disturbances. The presence of unpredictable fluctuations in engine

conditions represents in fact a primary problem in the application of the algorithm,

as the real system evolution (subject to the action of time-varying disturbances) may

significantly diverge from the predicted trajectory, thus making ineffective the control

action. To limit this issue, a high sample frequency has been adopted, as the punctual

knowledge of the real system evolution (obtained from the measured state x(tk)) gives

a feedback to the optimization algorithm which can now take the necessary counter-

measures to adjust the evolution of the system. A sample time of 1 s has been found

to be the optimal compromise between algorithm efficiency and computation time.

The control horizon NC has been set equal to 4 to keep a low dimension search space

for the PSO algorithm and make sure that the response of the algorithm is sufficiently

fast. Finally, a prediction horizon NP of 20 steps has been adopted, to guarantee the

stability of the algorithm (see Chapter 4.3). An optimal compromise between algo-

rithm precision and computation time can be found by tuning the PSO parameters,

with the adoption of a population of 40 particles (a number high enough to allow the

proper exploration of the search space), and limiting the number of iteration to 6.

With the proper tuning of the MPC and PSO parameters the algorithm is able

to evaluate the optimal input trajectory, which maximize the net energy output har-

vested from the system, in a short amount of time and compensating the effect of

the external disturbances. Figure 7.22 shows an example of the application of the

algorithm, depicting the evolution of pump trajectories as the algorithm progresses.

In the first iteration of the algorithm, the trajectories are spread out over the whole
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search space and then, with every new iteration, they begin to overlap and converge

towards the swarm global best. Even if not perfect convergence is attained, experi-

ments show that, as only the first step will be implemented in the receding horizon

fashion, the optimality degree of the obtained trajectory is satisfactory enough.
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Figure 7.22: Evolution of pump trajectory during PSO optimization

7.4.3 Static PI based controller

To provide a benchmark against which the performance of the developed n-MPC

controller can be compared, a simpler control policy is developed, based on the clas-

sic feed-forward/feedback structure. The feed-forward part of the controller provides

optimal steady states values for control inputs, i.e. pump speed and exhaust bypass,

once the engine operating point is known. To derive these correlations, engine distur-

bances are gridded over a range of operating conditions and the optimal steady state

values of control inputs are evaluated, for each point in the grid, by running the PSO

algorithm as a static optimizer, with the ORC system subject to constant external

disturbances. The objective function to be maximized is still the net power output
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and the same constraints depicted in Table 7.2 are accounted. The test grid includes

64 combinations of 4 different exhausts flow rate conditions ([7, 10, 20, 30] g/s),

4 different exhausts temperatures ([780, 830, 880, 930] K), and 4 different engine

speeds ([1000, 2000, 2500, 3000] rpm). Optimal steady state values of evaporator

pressure and outlet temperature are also evaluated for each point of the grid. As de-

picted in Figure 7.23, the optimal steady state values for control inputs are mapped

into lookup tables as function of the measured exogenous disturbances w. The open-

loop optimal input value is then corrected with the help of two PI controllers. The

first one adjusts the value of pump speed, npump, based on the error between measured

and steady-state optimal values of evaporator pressure, while the second controller

adjusts the exhausts bypass, xbypass, based on the temperature error. Moreover the

real inputs to the system accounts for the controller saturations.
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Figure 7.23: Schematic of basic benchmark controller

Figure 7.24 depicts the tracking performances of the PI controller during the

analyzed driving transient; it is noticeable that evaporator pressure can be controlled

with sufficient accuracy, while evaporator outlet temperature, due to the high thermal

inertias of the system, cannot be properly regulated to track the optimal conditions.
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Figure 7.24: Basic control strategy performances

7.5 Simulation results and comparison

The developed n-MPC algorithm and the feed-forward/PI policy are used to control

the system during the transient depicted in Figure 7.20. The net power produced

and the amount of energy harvested from the system are depicted in Figure 7.25 for

both the cases.

When the system approaches steady-state conditions (e.g. at t = 530 s), the

performance of the two controllers, based on the amount of net power produced, are

almost identical. What on the other hand really makes the difference, is the ability

of the n-MPC controller to efficiently and promptly make use a sudden increase of

the available heat (e.g. at t = 220 s or t = 600 s). In these situations, the n-MPC

controller exploits its prediction ability to find the input trajectory which leads to the

maximum harvesting of energy during the transient. It is worth to notice that this

trajectory does not correspond to that which will quickly bring the system to optimal
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Figure 7.25: Performance comparison over energy harvesting

steady state conditions. The adoption of a dynamic optimal control strategy leads

to a consistent increase in the amount of harvested energy from the system, with an

overall increase of 21 %.

The trajectories of the evaporator pressure are depicted in Figure 7.26a for both

the policies; the constraint of maximum pressure never poses a problem due to the

relatively low heat input during the entire transient, but it is still interesting to notice

that with the n-MPC policy the pressure of the system increases more rapidly during

fast transients. This is presumably due to the fact that, during fast transients, it’s

more convenient to increase the pressure of the system (whose dynamic is faster than

the temperature one) to benefit of the more prompt increase in net power output.

At steady-state conditions on the other hand, it is rewarding to reduce the pressure

and increase the temperature at the outlet of the evaporator, to achieve the best

thermodynamic efficiency.

Looking at evaporator outlet temperature (Figure 7.26b) it is noticeable how the

n-MPC controller better handles the rare occasions where maximum temperature

constraint is violated. The same thing can be noticed, even to a wider extent, if

looking at the degree of sub-cooling at evaporator inlet depicted in Figure 7.26c. In

this case the basic control policy systematically leads to a systematic violation of this

constraint, while the n-MPC algorithm is able to easily prevent this situation. This

is due to the fact that, while steady-state target for the feed-forward algorithm are
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inside the feasibility region, during the transients this condition is not guaranteed

due to the limited control authority of the PI feedback loop, which can only try to

track the evaporator pressure and outlet temperature. The n-MPC algorithm on the

other hand is perfectly capable of selecting the conjoint control input action which is

able to guarantee the satisfaction of the evaporator inlet sub-cool constraint.
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Figure 7.26: ORC key parameters

As depicted in Figure 7.27, the n-MPC algorithm is also able to keep an average

higher evaporator outlet pseudo-quality χ, with an associated lower usage of the

expander bypass valve. Due to the relatively low heat input from the engine, even

if using an optimal control strategy, a two phase fluid outlet from the evaporator is

still present during some phases of the complete driving cycle.
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Figure 7.27: Evaporator outlet pseudo-quality

Finally, an estimation on fuel consumption improvements is carried out, based

on the assumption that the small amount of power produced by the ORC does not

significantly affect the engine operating conditions. Under this assumption, engine

brake efficiency η would remain equal to the base solution and may be expressed as:

η =
T · ω

ṁfuel · LHV
(7.36)

where T is the engine effective torque in [Nm], ω is the engine speed in [rad/s], ṁfuel

is the fuel mass flow rate in [kg/s], and LHV is the fuel Lower Heating Value in

[J/kg]. If PORC is the net power produced by the ORC plant, then the mass of fuel

saved thanks to the WHR system may be expressed as:

mfuel,saved =

t∫

0

T · ω − PORC
η · LHV dt (7.37)
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Figure 7.28: Fuel savings
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As depicted in Figure 7.28, with the adoption of the n-MPC control algorithm,

it is possible to achieve fuel savings percentages of about 6.0 %, over the entire

driving manoeuvre, compared to the ∼ 4.9 % that can be obtained with the basic

feed-forward/PI control policy.

7.6 Conclusions

This chapter presented the development of a nonlinear economic Model Predictive

Control algorithm for the dynamic optimization of an Organic Rankine Cycle based

Waste Heat Recovery plant for light vehicle applications. The controller relies on a

detailed physical model of the plant, based on a switching Moving Boundary Method-

ology, which is able to predict the dynamic response of the system in presence of

large variations in control inputs and external disturbances. Thanks to this model,

the knowledge of the system dynamic response may be exploited by the control al-

gorithm to predict the input trajectory which maximizing the net energy harvested

from the plant. The arising constrained optimal control problem deriving from a

mathematical formulation of the problem is solved by means of a Particle Swarm

based nonlinear Model Predictive Controller. The results of the proposed solution

are finally compared to those from a benchmark basic control policy, where the set-

points of the actuators are obtained from a static optimization of the plant and the

optimal steady conditions for plant parameters are tracked by means of two PIs. Both

the algorithms are tested over a realistic transient profile, obtained from experimen-

tal data collected on a test vehicle. The results of the comparison demonstrate the

effectiveness of the n-MPC algorithm to maximize the amount of energy harvested

from the engine, providing an increase of 21 % in fuel economy when compared to

the basic policy. The n-MPC algorithm is also capable of guaranteeing safe operating

conditions for the plant, successfully enforcing the respect of a set of plant parameters

constraints, while the basic controller on the other hand frequently fails to do so.

Regarding the possibility of implementing the control policy on-line, the n-MPC

strategy strongly suffers from the long computation time required for the solution

of the constrained optimal control problem. This is mainly due to the excessive

complexity of the plant model. In fact, even if the PSO based algorithm is not affected

by the curse of dimensionality (i.e. the computation time is not directly affected by the

number of states in the model), the high number of states in the evaporator model still

poses a significant problem as it increases the computation time for the simulation of

the plant response (due to the great number of equations to be evaluated). The usage

of a reduced complexity plant model may be sufficient to decrease the computation
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time and make the solution suitable for on-line implementation. Among the possible

simplified models, the model order reduction approach followed by Peralez et al. [48]

is worth of being cited as it is based on the same MBM approach adopted here, with

the introduction of some physical simplifying hypothesis that help to capture only

the dominant dynamics of the model. The PSO based metaheuristic approach to

the constrained optimal problem solution on the other hand still retains its benefits

even regarding on-line applications, as it is able to provide a robust gradient free

optimization tool, which does not require an excessive number of calls of the objective

function in order to provide the solution.

Even if the complexity of the MBM approach may be excessive for on-line imple-

mentation, the developed physical based model is still of primary importance as it

provides a reliable model for the testing phase of the control strategies and a starting

point for the creation of a reduced complexity control oriented model.
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Nomenclature

Subscripts and superscripts Abbreviations and acronyms

cond condenser CV Control Volume

cool coolant DAE Differential Algebraic Equation

ev evaporator IO input/output

exh exhausts MBM Moving Boundary Method

rec recuperator MPC Model Predictive Control

ref refrigerant ORC Organic Rankine Cycle

sat saturation PSO Particle Swarm Optimization

s isentropic SC Sub-Cooled

v volumetric SI Spark Ignition

SH Super-Heated

’ saturated liquid TP Two Phase

” saturated vapor WHR Waste Heat Recovery
∗ optimal

Symbols

A area [m2] Q̇ heat transfer rate [W ]

c specific heat [J/kgK] s specific entropy [J/kgK]

C heat capacity rate [W/K] t time [s]

h specific enthalpy [J/kg] T temperature [K]

J objective function [−] torque [Nm]

L length [m] sample time [s]

ṁ mass flow rate [kg/s] u control input [−]

M mass [kg] U heat transfer coeff. [W/m2K]

n rotational speed [rev/min] V volume [m3]

NTU Net Transfer Units [−] Vd displacement [m3/rev]

p pressure [Pa] w disturbance [−]

P power [W ] wr relative velocity [m/s]

189



x system state [−]

thermodynamic qual-

ity

[−]

y system output [−]

∆ difference [−]

γ void fraction [−]

ε effectiveness [−]

η efficiency [−]

µ slip factor [−]

ρ density [kg/m3]

χ fluid pseudo-quality [−]

ω angular velocity [rad/s]
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